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Abstract- Gesture Recognition is a major area in Human-
Computer Interaction (HCI). HCI allows computers to capture 
and interpret human gestures as commands. A real-time Hand 
Gesture Recognition System is implemented and is used for 
operating electronic appliances. This system is implemented 
using the deep learning models such as the Convolution Neural 
Network (CNN) and the Recurrent Neural Network (RNN). The 
combined model will effectively recognize both static and 
dynamic hand gestures. Also the model accuracy while using 
VGG16 pre-trained CNN model is investigated. 
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I. INTRODUCTION 

Human-computer interaction is how humans interact with 
computers. HCI focuses on creating systems that are easy to 
use by users. HCI aims to make the computers more user-
friendly and more reactive to the user needs. It has its 
application in various fields such as gaming, education, 
medical applications, emergency planning, and response 
applications. Hand gesture recognition has considered being 
an excellent means of HCI. Gestures are nothing but the 
nonverbal means of communication which includes bodily 
actions to convey some messages, these messages can be 
used as commands to the system. A gesture can be classified 
into two types’ static gestures and dynamic gestures. Static 
gestures are postures that do not consider movements into 
account, e.g. thumbs up. Dynamic gestures consider the 
angles between fingers during certain start and end times, 
e.g. drawing letters in the air. Machine learning is used to 
solve various real-time problems. It is commonly used for 
classification, detection, recognition, and predictions 
problems. Machine Learning is used to automate processes 
using data. A model is produced and is capable of returning 
an output, this output may be the new data or some 
predictions with the known data. Deep learning is a class of 
machine learning that uses more number of layers to extract 
higher-level features from the input. The word deep refers to 
the number of layers through which the data is transformed. 
Hand gesture recognition where initially glove based control. 
This system has various applications not only in human-
computer interaction but also in gaming, sign language 
recognition and so on. Due to the development in the glove 
based type of systems offers system the ability of vision-
based recognition without the need of any sensors.  
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The Vision-Based gesture recognition system uses a 
camera for capturing the gesture in the image or video 
format. 

This approach is more user-friendly but is difficult to 
implement and it does not require any additional devices for 
gesture analysing. 
The vision-based approach considers properties such as 
texture and colour and the limitations of this approach are 
lighting, location, image noise. In glove or sensor-based 
approaches, the user needs to wear a glove with is associated 
with a sensor to determine the hand gesture. Similarly, a 
bodysuit is required if in case of body gesture recognition. 
This approach requires multiple sensors and cables to 
connect those devices. The cost of the sensors and gloves 
are expensive, this will be the major drawback of this 
approach. The Depth based approach is another robust 
approach in gesture recognition. In this approach, the 3D 
geometric information depth camera is used. This method 
directly reflects the depth image with the coloured image. 
The illumination, shadow, and colour of the input do not 
affect this method. The latest depth-based gesture 
recognition uses a Kinect device, which is used to find the 
depth of the object. The limitations of this method are a 
Kinect camera was more expensive. 

II. LITERATURE SURVEY 

 There are various machine learning algorithms were used 
for the recognition of hand gestures and few of them are 
discussed as follows [1] proposes a real-time hand gesture 
recognition system with four modules such as Data 
acquisition, Pre-processing, Feature extraction, Gesture 
recognition, and the Real-time hand detection is done using 
Histogram of Oriented Gradients (HOG) feature in 
MATLAB and the k-Nearest Neighbour (KNN) algorithm is 
used to classify the input images. A technique which 
commands computer using six static and eight dynamic 
hand gestures is proposed in [3] with three main steps hand 
shape recognition, tracing of detected hand (if dynamic), 
and converting the data into the required command, the 
system uses VGG16 a CNN architecture is used as the pre-
trained model to recognize the gestures. [4] Introduces an 
effective Hand Gesture Recognition system where the 
feature extraction is done using Deep Convolutional Neural 
Network (DCNN) and the classification is done using a 
Multi-class Support Vector Machine (MCSVM). [5]realizes 
the segmentation of hand gestures by establishing the skin 
colour model, the Hand gesture segmentation is done using 
AdaBoost classifier based on Haar and the CamShift 
algorithm for hand gesture tracking and the hand gesture 
area is classified using a convolution neural network. The 
framework for hand detection and gesture recognition is 
proposed in [16], 
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 the raw data coming from the Kinect is used to get the 
depth information of an image and an algorithm is proposed 
to identify each point of a closed contour identified within a 
given depth interval. Starting from the regained contour 
points, the centre of the palm is identified. The fingertips are 
localized by employing the k-curvature algorithm. 

III. PROPOSED SYSTEM 

 A Gesture Recognition System is developed for controlling 
electronic appliances to provide remote access to electronic 
appliances without the use of switchboards. The system uses 
a deep neural network which is the combination of 
Convolution Neural Network (CNN) and Recurrent Neural 
Network (RNN). Combining CNN and RNN will enhance 
the ability to recognize different actions at a varied time, so 
we can also recognize dynamic gestures. The system comes 
under the vision-based gesture recognition method. It uses a 
camera to capture the input hand gesture. The feature 
extraction and gesture recognition are done in the RCNN 
model. The system uses VGG16 architecture for feature 
extraction and gesture recognition. The last 3 layers of the 
VGG model are replaced with the Recurrent Neural 
Network which is used to identify the dynamic gestures. The 
architecture diagram of the Gesture Recognition System is 
shown in Fig 1.  
Initially, the RCNN model is developed by replacing the last 
3 layers of the Convolution Neural Network by the 
Recurrent Neural Network. The proposed system uses a 
VGG16 architecture which is a pre-trained convolution 
neural network. The model is trained with the training 
datasets which consists of various hand gestures at varied 
lighting and background conditions and tested with a set of 
new data to determine how well the model works for new 
data. The real-time hand gesture is captured using a camera 
and is subjected to the pre-processing phase where the 

background is eliminated also scaling and normalization are 
carried out. The pre-processed image is next provided to the 
RCNN network to extract the features from the input 
gesture. The extracted features are compared with the pre-
trained datasets to recognize the gesture. Each gesture is 
interpreted with a command, here the command will be ON 
or OFF of the electronic appliances. 

This Gesture Recognition system is implemented using four 
modules namely Dataset collection and Pre-processing, 
Training and Testing, Hand Detection, Feature extraction 
and Gesture Recognition.  

A. Dataset Collection and Pre-processing 

The dataset consisting of various hand gesture images at 
different conditions such as lightning, varied backgrounds, 
dimensions and so on are collected and are subjected to pre-
processing. The pre-processing of the image consists of the 
conversion of RGB to a greyscale image, background 
elimination, scaling.   

B. Training and Testing 

After pre-processing the dataset, the RCNN model is 
implemented to recognise the gestures and to interpret the 
gestures with a command. The model is trained using a 
training dataset so that the model learns the features of the 
hand gestures. After training a model, a new dataset is 
provided for testing. The testing phase helps to check the 
accuracy of the model. 

C. Hand Detection 

For a real-time hand gesture, edges of the hand are detected 
to extract the features. The hand is detected based on the 
number of fingers in the gesture and orientation of a gesture. 

D. Feature extraction and Gesture Recognition 

From the detected hand the features are extracted from the 
gesture and these features are compared with the existing 
datasets to recognise the gesture. Each recognised gesture is 
associated with a command that will perform on the 
electronic appliances. 

IV. EXPERIMENTAL RESULTS 

Gesture Recognition System can be implemented using 
various techniques and some of them are listed under the 
literature survey. One such technique is using Convolution 
Neural Network for recognising the gesture. This method is 
further investigated by implementing the system using 
VGG16, a pre-trained CNN network. The implementation is 
carried out by pre-processing, feature extraction and gesture 
recognition. The input data is pre-processed and subjected to 
the VGG16 architecture where it uses a hierarchical 
approach for classification and recognition process. It uses a 
selective search algorithm to extract the features and 
recognise the gesture. The graphical representation of epoch 
and loss is shown in  
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Fig 2: Epoch vs Loss 

Fig 2. Initially, the loss is more as epoch increases the loss 
reduces. 

 The graphical representation of epoch and accuracy is 
shown in Fig 3. 

 
Fig 3: Epoch vs Accuracy 

From the graph, it is clear that as epoch increases the 
accuracy of the model also increases. The average accuracy 
of the model using VGG16 is found to be 88%. 
 

 
Fig 4: Accuracy vs Loss 

The existing model is compared with the proposed work, 
a combination of CNN with RNN. The last three layers of 
VGG16 architecture is replaced by RNN and by using a 
softmax layer to obtain the output. This is used to identify 
the temporal patters so that it effectively recognise dynamic 
gestures as well as the static gestures. The proposed model 
shown in fig 4, obtains more accuracy with minimum 
number of epoch when compared with the existing model. 

V. CONCLUSION  

Thus the Gesture Recognition System for controlling 
electronic appliances is implemented using the Deep 

learning model by combining the Convolution Neural 
Network and Recurrent Neural Network. The CNN model 
will extract the efficient features from the hand gestures and 
the RNN will identify the temporal patters to recognize the 
dynamic gestures. In future, more devices can be controlled 
by including various gestures and will improves the quality 
of gesture image.  
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