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 
Abstract: With the increase in internet users and data 

generation resources; Named Data Networking (NDN), a 
content-driven communication model that has come into the 
limelight. Most of the applications in today’s world are 

data-intensive, prefer a data-based network over the 
address-based network for communication. Continuous efforts by 
researchers try to optimize the NDN performance in various areas 
like routing, forwarding, caching, security, etc. NDN basically 
works on searching for the required data packet, so the content 
search is one of the promising areas in NDN that still needs 
improvement. This paper proposes a novel content search 
algorithm based on Bloom Filters (BF) named FQ-BF; which 
focuses on efficient and smart forwarding of I_pkt and reduces 
the number of queries to search a packet in the network. The 
important metrics where the proposed approach has shown 
significant improvement as compared to standard NDN 
approach; include the average delay of packets, improving the 
packet serving capacity of the network. 
 

Keywords: Bloom Filters (BF), Bloom Matrix (BM), 
Compressed Bloom Filters (CPBF), Counting Bloom Filters 
(CBF), Named Data Networking(NDN). 

I. INTRODUCTION 

The basic design of the internet was to provide end to end 
connectivity between two clients. Further, TCP/IP made it 
even simpler to share pictures, videos, etc. in packets [1]. But 
with time and technology advancement, many 
information-centric applications come into the picture like 
Facebook, Amazon, Twitter etc. which generates lots of data 
and no content support from the internet leads to its failure. 
Also, the internet does not have any embedded security and 
mobility. 

A. Named Data Networking(NDN) 

As a result of above, researches were encouraged to work 
towards a new technology that can work based on content 
along with providing better support for Security and Mobility 
of data. Henceforth, NDN came up as a suitable candidate for 
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the above needs that works with user-requested data 
irrespective of its location. 

  
Fig. 1. Communication process at NDN node. [2] 

 
The basic design principle of NDN is similar to the Internet. 
NDN uses self-contained packets with unique content names 
associated with it. NDN had resolved many issues with IP 
packets like Address space exhaustion, Address management, 
Congestion Control and Security [3, 4]. 

NDN Communicates in form of Interest packets I_pkt 
(request packet) and Data Packets D_pkt (Actual data packets 
in response to a request). As mentioned earlier, both I_pkt and 
D_pkt have a unique content name associated with them. Each 
NDN node maintains 3 data structures [5]: 

• Content Store(CS) – CS maintains a copy of each 
D_pkt passed through it to fulfill any future requests for the 
same I_pkt. 

• Pending Interest Table(PIT) – an I_pkt is searched in 
PIT, if not found then PIT creates a new entry and sends it 
further to FIB. If found in PIT i.e. request regarding the same 
I_pkt has been observed and no insertion in PIT. PIT 
associates a timeout with every packet and deletes entry if 
D_pkt is not received in that timeframe. 

• Forwarding Information Base(FIB) – FIB sends the 
packet upstream to search it on another NDN nodes and keeps 
track of all the packets w.r.t. nodes on which it forwards. 

As shown in Fig. 1, when NDN node receives an I_pkt form 
consumer, it searches in its own CS first and if found, returns 
the D_pkt corresponding to request. If not found, I_pkt is sent 
to PIT, where an entry with incoming interface and timeout is 
created and I_pkt is sent to FIB. FIB then sends it upstream to 
the web to search the D_pkt on respective nodes. When a 
D_pkt is found on one node, it will be sent on the same way 
back deleting all the PIT entries from intermediate nodes and 
caching the D_pkt in each node.  
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Main functional characteristics for NDN are Routing (to 
check available nodes and decide the topologies),  Caching 
(to cache the content in every CS of node), Forwarding (to 
route the I_pkt and D_pkt to feasible routes to ensure 
performance), Security (to ensure the security of each packet 
traveling in and out of NDN) and Mobility (to enable the 
content availability without acquiring an IP address). 

When a new I_pkt arrives at each node three queries are 
fired i.e. CS. PIT and FIB which increases the search time and 
routing delay for a packet, in turn, leads to the packet timeout 
and packet is lost before reaching the destination. So there 
arises a need to optimize and reduce the query time for 
specific content in NDN to provide better throughput, packet 
serving, lesser routing delay etc. This paper proposes a new 
framework based on BFs in NDN that will reduce the search 
at each node significantly. 

The rest of the paper is organized as follows: Section 2 
provides a literature study on BF's and existing applications in 
NDN. Section 3 provides the problem statement. In Section 4, 
the proposed approach is discussed in detail. Section 5 
provides a comparative analysis of existing approaches with 
the proposed approach. Finally, Section 6 concludes the paper 
with possible future work in this domain. 

II. LITERATURE SURVEY 

A. Bloom Filters 

A Bloom filter is space-efficient PDS that is used to check 
the presence of an item in a data set as shown in figure 2. BF is 
a fixed-length linear array in which we set a particular bit to 1 
or 0 based on the hashing values of particular data [6]. 

To check whether the queried element is part of the set or 
not, similar hashing is used, if respective bits are found 1 in 
BF i.e. present otherwise not. False positives could also occur 
in BF i.e. it may result in true for a content that is not actually 
present because the respective bits might be set by some other 
content. There are various kinds of BF’s proposed to date and 
research is going on. Singh A et al in 

 
Fig. 2. Insertion of an element in BF. 

 [7] categorized various BF’s according to their functions and 

applications. Some of them are given as: 
 

• Counting BF (CBF) – CBF was introduced by Fan et al in 
[8] is an enhanced version of standard bloom filter having 
counters instead of bits at every position. It supports insertion 
and deletion both. Whenever a new element comes to the BF, 
counters on respective bits are incremented by one. While 
deleting a content respective counters are decremented by 
one. CBF can increase the memory overhead by consuming a 
lot of space to store the counters instead of bits in the array. 
Various versions of CBF are variable increment CBF[12], 

L-CBF[13] etc. 
 
• Compressed BF (CPBF) – CPBF was introduced by 
Michael Mitzenmacher in [9] is a compressed version of 
counting bloom filters that are used for the transmission 
purpose in order to save the network bandwidth and 
transmission time. CPBF replaces all the counters with bits 
being if the counter value is 0 then CPBF inserts a 0 at that 
position whereas if the counter value is greater than 0 then 
CPBF inserts 1. By doing this we can save the lot memory 
compared to transmitting the original CBF. The main 
application of CPBF are Web Cache, distributed routing 
table, etc. 
 
• Bloom Matrix (BM) – BM was introduced by Francesco 
Concas et al. in [10]. This data structure is an extension of 
standard BF that stores multiple same sized BF’s in a 2D array 

structure. BM is used for membership query in cases where 
we have to search the data from multiple sets. BM provides 
efficient search results by finding out the desired sets which 
can be further queried to get data. This is a space-efficient 
data structure. The main application of BM could be 
document search, web caching, etc. 

B. Application of BF in NDN 

BF has been used at various functional areas of NDN like 
routing, caching, forwarding and security. A Singh & G. S. 
Bhathal in [11] discussed the various bloom filters used in 
NDN. Some are given as: 

   
1. Routing –  
 BF based Routing uses simple BF’s for routing the packets. 

It reduces the communication cost, roundtrip delay and 
also overcomes the challenges of topology robustness 
[14]. 

 COBRA is a Content-driven BF based Intra domain routing 
algorithm that uses stable BF’s. it reduced the network 
overhead and also provides the same hit distance as 
Dijkstra’s algorithm [15]. 

 Pull Based BFR is a modified version of BFR using simple 
BF’s. It reduced the bandwidth consumption, memory 

requirements and provided better average round trip 
delay [16]. 
 

2. Caching – 
  Cache Sharing using BFs uses the Stable BF’s and 

Shifting BF’s to store the cache information and share it 

with the nearby nodes, also avoiding the caching of 
neighbor’s data. It provides better content diversity and 

cache hit ratio [21]. 
 Line-speed and accurate on-line popularity monitoring 

using BF is a BF based algorithm to capture the content 
popularity and relace it as part of the content replacement 
methods. It used simple BF [22]. 

3. Forwarding –  
 MaPIT is an enhanced PIT implementation using the 

mapping BFs. it works under scalable forwarding. It 
mainly targets to reduce the on-chip memory 
consumption and false positive rate of the network [17]. 
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 NameFilter is a BF based name lookup method that uses 
one memory access BF and merged BF. It mainly targets 
to provide fast querying and high memory efficiency 
[18]. It had outperformed all exiting name lookup data 
structures like character trie [25], bloom hash[26] etc. 

 Name Lookup Adaptive Prefix BF uses adaptive prefix BF 
to enhance the name lookup in FIB. It works on the 
longest prefix matching using 2 data structures BFs and 
Trie to get the best of both the data structures. By using 
both, it reduces the false positives of BF’s and memory 

complexity of a Trie [19]. 
 A new BF based architecture for FIB Lookup using 

2-phase BF  is new techniques used for name lookup 
using 2-Phase BF. It works on the principle of Longet 
Prefix Trie (LPT). It stores the prefix information in 
on-chip BF’s. It was able to address 99.99% queries from 
on-chip BF’s, in turn, reducing the delay significantly 
[20]. 
 

4. Security –  
 Security and Privacy-preserving NDN architecture uses 

simple BF’s to store the secret keys in compressed form 

and transmit securely over the network. It uses multiple 
BF’s to reduce false positivity. Content Dependent Key 
Management Tree is used for key management [23]. 

 
As given above multiple BFs have been used at various 

stages in NDN like CS, PIT, FIB, etc. They have improved the 
respective areas like routing, forwarding, caching of the 
content respectively. But still, there is a major concern in 
content search, because to search for any content in NDN we 
generally perform three queries at every NDN node 
irrespective of the availability of packet on that node, which 
increases the routing delay and in turn packet loss due to the 
timeout. In this paper, we have proposed an approach to 
address the above problems in NDN, using a hybrid BF based 
approach. 

III. PROBLEM STATEMENT 

NDN works on content names instead of the address. All 
the packets contain unique content names with them and all 
the NDN functions like search, routing, caching, forwarding 
works based upon the content names only. Many researchers 
have proposed efficient techniques using BF’s in various 

domain of NDN like Routing, caching, forwarding and 
security. All these techniques have contributed to the 
improvement of NDN significantly. But, NDN’s main 

functionality lies in content search on NDN nodes. When an 
I_pkt is received, we perform three queries at every node i.e. 
checking whether the content is present in CS, if not whether 
there is an entry in PIT (Add if not present in PIT, else modify 
existing), at last we go to FIB to route the I_pkt to next 
available nodes. Every process takes its own time and as the 
content and number of NDN nodes increases, it will lead to 
the following problems: 
• Timeout – When an entry for an I_pkt is made in PIT, a 
specific timeout is associated along with that i.e. if D_pkt is 
not received before timeout PIT deletes the entry. With the 
increase in content chances of packet-timeout occurrences 
also increase. 
• Packet Loss – As earlier said, if the timeout expires then 
PIT deletes the entry leading to packet loss. So, as 

packet-timeout occurrence will increase, packet loss will also 
increase significantly. 
• Routing Delay – Routing delay is the time taken by a 
packet to reach its destination, as content and number of 
nodes will increase, then it will lead to increase in routing 
delay in turn leading to timeout and packet loss. 
• Number of queries – As the content increases in the 
network, the number of nodes will also increase in turn leads 
to an increase in the number of queries to search a particular 
content in the network. 

So, to overcome the above-stated problems, we need to 
come up with a solution that focuses on reducing the 
unnecessary queries at NDN nodes.  

IV. PROPOSED FRAMEWORK 

To overcome the issues addressed in the problem statement 
section, this paper proposes a hybrid framework using BF’s 

and BM named FQ-BF: that will reduce the number of queries 
to be performed at each node and in turn, will provide us the 
better packet serving and lesser routing delay. The following 
subsections will give the details on the proposed setup and the 
approach that is followed. 

A. Proposed framework 

The FQ-BF makes one node from the network as a master 
node which is  

 
Figure 3. Setup of FQ-BF 

 
connected directly or indirectly to all the nodes in the given 
network. All the nodes in the network will maintain one 
Counting BF (CBF) for CS, to show which all data is present. 
CBF is used here to support the insertion and deletion of the 
dynamic content available in CS. The length of the CBF 
stored at all the nodes will be fixed. Master node will maintain 
a BM that will store the data from all the nodes in compressed 
form i.e. all the nodes will send its CBF in compressed form 
(Compressed BF) to master node periodically.  
CPBF is used for reducing the memory consumption at the 
master node and reducing the transmission bandwidth to send 
data from nodes to the master node. All the nodes will 
periodically send updated CPBF’s to the master node to be 
updated in BM. Structure of the FQ-BF is shown in figure 3.  

In the FQ-BF, every node will use a CBF to present the 
content stored in CS and the same is been transmitted to the 
master node in compressed form i.e. CPBF. All the data from 
different nodes will be stored at 
the master node in compressed 
form. So master node will 
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contain the content information of all the nodes in the network 
at a given time. Whenever a query comes to the network for a 
specified D_pkt will always enter from the master node. 
Figure 4 shows the flow of control in the FQ-BF. When a 
consumer requests a D_pkt in NDN, corresponding I_pkt will 
go to the master node and search whether D_pkt is present at 
any of the nodes. If TRUE, I_pkt will be cached at the master 
node with a specified timeout. As BM is updated periodically 
with data from all nodes, cached I_pkt will be checked for 
existence at the master node before the timeout expires. If the 
corresponding D_pkt exists in the BM at the master node, find 
out the destination node that contains the D_pkt. Once the 
destination node is confirmed, the FQ-BF uses the NDN sim 
shortest path algorithm to find out the shortest path to the 
destination node. I_pkt is routed on the shortest path in the 
network. While I_pkt is moving towards the destination node, 
it will not be queried at any intermediate node in CS and PIT. 
I_pkt will directly go to FIB and routes the packet to the next 
node on the same path. Once I_pkt reaches the destination 
node, CS will be queried against given I_pkt, 

 

 
Fig. 4. Flow chart of FQ-BF 

 
obtain the D_pkt and sends it back on the same way to the 
customer. While traversing back it will not cache any content 
on intermediate nodes. 
 So, the FQ-BF is able to reduce the number of queries on 
each node while searching a D_pkt for an I_pkt. This leads to 
improvements in packet serving capacity and average routing 
delay of the network. 

V. RESULTS 

To evaluate the performance of the FQ-BF, we performed a 
comparative analysis between the proposed technique and 
standard NDN where BF’s are not implemented at the CS 
level. The comparative analysis is plotted based on the 
average results of 100 runs of script per every scenario. 

A. Experimental Setup 

The various mechanisms for PIT are implemented in R 
language on a system with i5-7200U CPU @2.50 GHz, 8GB 
of RAM and 64-bit Windows 10 OS. Taking into account the 

implementation of S-PIT, there are three major functions 
defined in RStudio for insertion, deletion and decrement 
operations. Considering the essentials of PIT, a standard 
dataset from ‘Content Name Collection’ (CNC) [24] is used 
which consists of open datasets of Information-Centric 
Networking (ICN) names having different formats and size. 
The experimental dataset used is 
unibas-\-icn-\-names-\-2016-\-08 which consists of 141 files 
each of which consists of 10,000,000 content names except 
the last one. 

B. Packets served in a specified time 

Packet loss is a very big concern in NDN as in due to delay 
and number of queries, the packet reaches a timeout and it is 
lost. The number of satisfied interest packets in a given time is 
the base of the performance measure for any technique in 
NDN.  The FQ-BF  

 
Figure 5. Comparative analysis of packets served in a 

given time. 
 
provides a better packet serving capacity by reducing the 
number of queries and routing delay for the packets. The 
FQ-BF provides an average increase of 20% in the number of 
satisfied interest packets as compared to standard NDN. A 
comparative analysis is shown in Figure 5. 

C. Number of queries based on internal nodes 

The number of queries per I_pkt to search for the desired 
D_pkt plays an important role in the performance of the NDN. 
As the number of queries increases, routing delay will 
increase, packet-timeout will increase in turn reducing the 
number of satisfied interest packets. The FQ-BF aims to 
reduce the number of queries by performing the query only 
when needed as compared to standard NDN. Table-I shows 
the average number of queries for Standard NDN and FQ-BF 
after 100 runs of the script on the simulator.  

 
The FQ-BF provides an average decrease of 60% in the 

number of queries to be performed for an I_pkt in NDN. A 
comparative analysis is shown in Figure 6. 
 

Table- I: Average number queries based on internal 
nodes (avg. of 100 runs of the script) 

Internal Nodes Standard NDN FQ-BF 

50 145 65 

100 270 108 
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150 415 168 

200 610 225 

250 723 259 

300 920 309 

350 1027 372 

400 1194 437 

450 1338 486 

500 1523 538 

 
 

 
Figure 6. Comparative analysis of the average number of 

queries. 
 

 
Figure 7. Comparative analysis of average delay based on 
the number of packets (number of internal nodes = 100). 
 

D. Average Delay per number of packets/internal nodes 

Routing delay is the time taken by the network to return a 
desired D_pkt for an incoming I_pkt. More the routing delay 
in the network, more will be the packet timeouts and resulting 
in lesser number of satisfied I_pkt’s. We did the comparative 
analysis of average routing delay for packets based on two 
parameters, i.e. number of packets and number of internal 
nodes: 

 Based on the number of packets: We kept the number of 
nodes as constant i.e. 100 in the network and varied the 
number of packets by fixed numbers. The FQ-BF provides 
the average decrease by 2-3 milliseconds in the overall 
average delay of the NDN as compared to standard NDN 
without BF. A comparative analysis is shown in Figure 7. 

 
 Based on the number of internal nodes: We kept the 

number of packets as constant in the network and varied 

the number of internal nodes by fixed numbers. The 
FQ-BF provides the average decrease by 3-5 
milliseconds in the overall average delay of the NDN as 
compared to standard NDN without BF. A comparative 
analysis is shown in Figure 8. 

 

 
Figure 8. Comparative analysis of average delay based on 
the number of internal nodes (number of packets = 100) 

VI. CONCLUSION AND FUTURE WORK 

 The FQ-BF is observed to be a highly suitable content 
search approach in NDN. It leads to a significant reduction in 
problems like Packet loss, timeout routing delay and 
increased number of queries in NDN. FQ-BF is able to reduce 
the number of queries by a significant difference of 60% as 
compared to standard NDN, in turn giving the improved 
number of satisfied interest packets (an increase of 20%) and 
lesser routing delay (average 3-4 milliseconds). Thus the 
FQ-BF can satisfy the requirements for improving the content 
search in NDN. The results of this paper are evaluated on a 
simulator environment, the FQ-BF can further be deployed on 
a real network to compare the performance of FQ-BF against 
benchmark approaches. More advanced and latest BF’s also 

can be explored to further better the performance of the 
approach. 
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