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Abstract : Current generation real-world data sets processed 
through machine learning are imbalanced by nature. This 
imbalanced data enables the researchers with a challenging 
scenario in the context of perdition for both the machine learning 
and data mining algorithms. It is observed from the past research 
studies most of the imbalanced data sets consists of the major 
classes and minor classes and the major class leads the minor 
class. Several standards and hybrid prediction algorithms are 
proposed in various application domains but in most of the 
real-time data sets analyzed in the studies are imbalanced by 
nature thereby affecting the accuracy of the prediction. This paper 
presents a systematic survey of the past research studies to analyze 
intrinsic data characteristics and techniques utilized for handling 
class-imbalanced data. In addition, this study reveals the research 
gaps, trends and patterns in existing studies and discusses briefly 
on future research directions. 

Keywords: Data intrinsic problem, imbalanced data sets, 
Machine learning, prediction algorithms. 

I. INTRODUCTION 

Most of the classification problems suffer from accuracy and 
performance due to the imbalanced datasets as these are not 
categorized equally. Equal class distribution is assumed by 
various machine learning and deep learning algorithms during 
the process of prediction. But in the context of the real world 
scenario, it is not possible because the data in this context will 
be skewed in nature as one class of the data is most frequently 
repeated than the other class of the data. As most of the 
machine learning algorithms give priority to the major classes 
this could be addressed as a major problem while designing 
automated and smart systems. Learning from imbalanced data 
[1] plays a major role in the development of automated 
prediction systems.  
Recently many researchers have drawn their significant 
attention towards the classification of imbalanced datasets that 
helps during the process of improving the performance of the 
prediction algorithms [2]. Initially, in 1993 Anand et al.[3] 
addressed the classification problem on proposing a neural 
network based algorithm to handle the imbalanced data set.  
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Further, in later years, many researchers have developed 
significant and efficient algorithms that mainly focus on the 
modification of the existing classifiers and utilization of the 
pre-processing techniques to balance the imbalanced data set. 
Literature studies in [3] indicate that conventional machine 
Learning algorithms always assume that the datasets consist of 
minute misclassification error rate as well as they are well 
balanced. Data intrinsic problem in the context of the 
classification problem arises due to the variable number of 
samples in each class. If there are a large number of samples in 
one class it is notated as majority class and if there are a small 
number of samples it is notated as the minor class. These type 
of skewed distributed datasets indicates class imbalance 
problems. 
With the engrossed attention of many researchers towards the 
class imbalance problems, it is observed from many research 
studies that a testing sample data set is allocated to the 
majority class if the available the sample size of the each 
associated class is imbalanced. In this context, an appropriate 
resampling method is adopted along with a powerful classifier 
to handle this problem. Further, it is observed in a few research 
studies that the multi-classifier algorithms outperform the 
range of the single classifier algorithm during the 
implementation of the vast range of algorithms. Real-world 
datasets like medical datasets, insurance datasets, banking 
datasets, network datasets that include unreliable telephonic 
sources, data sets used in information filtering and retrieval 
tasks, etc are generally affected by the class imbalance 
problems. A detailed survey of the class imbalanced problem 
in datasets is presented by Japkowicz et al.[1] in which 
classification of imbalanced data, as well as the range of the 
damage, stumble upon the prediction mechanism while 
imbalanced data set is trained with a classifier algorithm. It is 
observed in the study that, this survey does not include several 
techniques, algorithms, approaches, and metrics that handle 
the class imbalance problem in the dataset. Further a vast 
range of research is carried out in the context of developing 
various algorithms and approaches to handle the data intrinsic 
problem. To the finest of our knowledge, there is no such 
systematic survey with the inclusion of details regarding the 
variety of algorithms and approaches that address the data 
intrinsic problems.  
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This article presents a systematic study of significant 
approaches and algorithms developed addressing the class 
imbalance problem during the past decade. Detailed pros and 
cons of these algorithms are analyzed thoroughly to identify 

the research gap that could enhance the priority of research in 
improving the accuracy of the prediction 
Algorithms. The contribution of this study is to focus on the 
identification of the preliminary objectives regarding the 
effect of the imbalanced datasets in classification and indicate 
various techniques used in this context. 

 
Figure 1 Research Methodology 

II. RESEARCH METHODOLOGY 

Systematic Literature Review (SLR) includes the evaluation 
and interpretation of the existing research studies which is 
related to the specific topic, research question and the 
observable fact of interest [4]. The main objective of the 
research methodology is to provide an unbiased as well as the 
systematic review that could be repeatable and auditable by 
the next generation researchers. This article adopts a 
four-phase procedure for the systematic study as shown in 
Figure. 1 which includes the process of formulating the 
research questions along with the motivation behind it, 
searching and extraction of the relevant data as well as 
assessing the quality of the data [4, 5]. This process enables 
the next generation researchers with a systematic 
understanding of the existing approach, techniques, solutions, 
implications and future directions relating to the research of 
data mining and machine learning. Further, it includes the 

algorithm and approaches along with their constraints to 
understand the purpose of research. 
A.  Defining Research Questions 
To initiate the process of SLR initially the research questions 
relating to the survey are defined along with the motivations 
behind it. Table 1 enlists the research questions along with 
their corresponding motivations 
B.  Searching the relevant data 
The intention of the systematic study is to discover, compare 
and classify the existing research studies within the class 
imbalance problems using a systematic procedure. Popular 
scientific databases like IEEE, SPRINGER, ACM, SCIENCE 
DIRECT and Google scholar libraries are utilized for the 
searching process using the following search strings in 
different combinations In the initial cases during the study 
using the above search string we have identified around 300 
research papers in specific to the class imbalanced problems 
that are published in the past decade. Table 2 indicated 
different online mechanisms utilized for the process of 
searching relevant studies. 

Table 1: Formulation of Research Questions 
Motivation Research Question 

Gain insights relating to the Class imbalance problem RQ1: What are the primary research motivations   
          behind the data intrinsic problem? 

Attain Knowledge regarding the status of research 
and future directions in the field of intrinsic data analysis  

RQ2: What is the current status of research and future   
          scope for data intrinsic problem? 

Solutions that are available to balance the imbalanced 
datasets in classification 

RQ3: What are the existing algorithms and  
          approaches that are applied for data intrinsic   
          problem?  

Identify the necessity of balancing the unbalanced 
datasets and their effect on the accuracy of prediction.  

RQ4: Why class imbalanced problems are popular? 
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Class imbalance problem OR Data intrinsic problem for imbalanced dataset classification 
AND 

. Minority classes OR Majority classes OR Skewed distribution 
AND 

Oversampling Methods OR under sampling methods OR Sampling methods 
AND 

. Data specific method OR Algorithm Specific Methods OR Hybrid Mechanisms 
AND 

Systematic Study OR SLR OR Mapping Study OR Review 
 

 
 Table 2: Various Scientific databases considered for SLR 

 
 
 
 
 

 
 
 
B.1. Preliminary selection 
In the preliminary phase, of the selection 300 related 
articles are extracted from the scientific databases using the 
search strings in which articles are scrutinized based on the 
relevancy of the title towards the problem statement and 
further the remaining are ignored. Additionally, the articles 
from the thesis, book chapters, short papers and papers 
communicated in non-English language are ignored from 

the study. The inclusion and exclusion criterion of the 
articles is made by analyzing the title, abstract and 
conclusion of the articles. Such that filtering of the 
appropriate articles is accomplished with relevance to the 
class imbalance problem. 
 

 

Title: (Data centric techniques OR Data Level Approaches for class Imbalance OR Data Intrinsic Problems in 
classification OR Algorithm Centric techniques OR Neural Networks OR Convolution Neural Networks OR 

FUZZY techniques OR Hybrid Mechanisms OR Ensemble learning techniques OR Swarm Intelligent 
Techniques) 

AND 
Abstract: (Data sampling mechanisms OR Techniques and approaches of class imbalances OR under sampling  

OR Over sampling techniques OR Decision Tree OR SVM) 
B.2. Selecting the articles based on the Implementation 
details and Data sets Utilized 
In this phase, we further analyses the quality of the articles 
based on the implementation details furnished in the article, 
such that the article is thoroughly examined to identify the 
algorithm utilized to resolve the data intrinsic problem in 
classification along with its implantation with real-world 
dataset are considered for the review process. Further the 
articles with detailed description of algorithm are considered 
based on the novelty of the technique. Based on the opinions 
and suggestions of the experts with experience in the 
Process of conducting systematic review in various domains, 
search strings are modified to be more focused towards the 
topic and furnished above. Feedback from a team of research 
experts is considered to enhance the process of SLR. The 
detailed discussion of various algorithms, techniques and 
approaches regarding the class imbalance problems is 
provided in section 3. 
 

III.  VARIOUS TECHNIQUES IN THE 

CLASSIFICATION OF DATA INTRINSIC AND CLASS 

IMBALANCE PROBLEMS 

The class imbalance problems in selected literature studies 
are broadly addressed in two different levels that include data 
and algorithm centric mechanisms, and Ensemble or hybrid 
algorithms. In the context of data centric techniques the data 
set to be trained is modified to balance the class distribution 
such that they utilize pre-processing techniques to eliminate 
skewed distribution of the data. Algorithm centric techniques 
concentrate on modification of existing learning algorithms 
that elevate the biased performance towards the major classes 
and adapt them for mining the skewed distribution. In the 
context of the hybrid mechanisms various classifiers are 
trained to combine the data into a single level class. 
 
 
 
 
 
 
 

[1] S. No [2] Database [3] No. Of Papers 

[4] 1 [5] IEEE [6] 178 

[7] 2 [8] ACM [9] 10 

[10] 3 [11] SPRINGER [12] 42 

[13] 4 [14] SCIENCE DIRECT [15] 45 

[16] 5 [17] GOOGLE SCHOLAR [18] 25 

[19] Total [20] 300 
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A.  Data and Algorithm Centric Mechanisms: 

Li et al.in [6] developed a novel method called oversampling 
by using support degree and with this method, a new minority 
class samples are generated by the selected minority samples. 
It also helps to identify the boundary class samples to generate 
the new boundary samples along with their neighbours. To 
perform the classification on the class samples of the original 
dataset, a synthetic sample has to be added. To overcome the 
problems of re-sampling traditional methods like information 
loss, severe randomness, and subjective interference can be 
done by introducing under-sampling techniques that are 
proposed by Li et al. [7].To get solved the problem of 
imbalanced class data Dang et al. [8] develops a new 
technique called SPY. In this, a majority class can be 
represented as spy samples and these majority class samples 
label in the training dataset can be easily changed into 
minority class samples label. 
To attain accuracy on the balanced data Koto et al. [9] 
improves SMOTE in three different ways and named those 
improvements as Selected-SMOTE, SMOTE-Cosine, and 
SMOTE-Out He performed these three improvements on 
different eight datasets and collected the results. Then these 
results are compared with the SMOTE results to know the 
improvements done on new methods Oktavino et al. [10] 
develops a high performance automatic algorithm to extract 
information from e-commerce website to process the text as 
well as balance the datasets by using SMOTE. 
Based on the previous studies it is observed that 
under-sampling techniques can have data loss problem. So, 
two methods are developed by Zhang et al. [11] to find out the 
majority classes which are not used by under sampling. The 
two methods such as K-means and random sampling are used 
to predict minority classes and to prevent information loss 
from majority class. In a minority class, synthetic samples are 
produced by developing a novel technique called 
over-sampling by an author named Wang et al. [12]. To 
balance unbalanced data samples, a graph called K-NN is 
drawn by taking positive classes. To forecasting the faults of 
software data while improving the unbalanced dataset to 
balanced data an author named Fu et al. [13] developed an 
algorithm for Principal Component Analysis (PCA) and 
under-sampling method. Further to solve imbalanced 
problems of class while finding the defects in software more 
concentration has to be maintained to improve the 
performance of AUC. So, an author Ma et al. [14] proposes a  
new technique called RusTri (Random under sampling 
Tri-training). 
 To enhance the performance of classification and accuracy 
and also to examine the methods of under-sampling while 
solving the class distribution imbalance problems a 
cluster-based technique of sampling was developed by Wu et 
al. [15] to select the data as representative to the entire data set 
from the datasets. To balance geometric feature extraction of 
the imbalanced dataset a Majumder et al. [16] develops new 
algorithms called SMOTE and Adaptive Synthetic Sampling 
(ADASYN). An imbalance dataset of the class can be solved 
by proposing an under-sampling method by an author named 
Shi et al. [17] and to get trained the datasets of re-sampled an 
SVM classifier is used. On the basis of missing data, an author 
named M Faraajzadeh et al. [18] develops new sampling 
techniques to rectify the defects of imbalanced problems of 
class as a reason of k-NN and Expectation Maximization. 

 

As a reason of oversampling, to solve the imbalance problem 
of class which uses Support Vector Data Description (SVDD) 
can be done by a non-synthetic oversampling algorithm which 
was proposed by Ghazikhani et al. [19]. The non-synthetic 
oversampling algorithm has two steps. Firstly, on lower class 
a Support Vector Data Description (SVDD) is performed then 
oversampling of the support vectors is done. Hu et al.[20] to 
identify the class imbalance problem a modification is done 
on SMOTE algorithm to get the better performance. Li et al. 
[22] proposed new method called Random-SMOTE based on 
over-sampling to solve the class imbalance problems. An 
author named Liu et al. [21] improvises the method called 
SMOTE by an over-sampling method i.e., K-Means 
algorithm and under-sampling method i.e., RUS for data 
balancing. Cost Minimization Oriented SMOTE 
(CMO-SMOTE) was proposed by Zhou et al. [23] for 
adjusting the boundaries of class minority datasets. 
To balance the class datasets high and low accuracy, Bhowan 
et al. [24] suggest the algorithm called genetic programming 
(GP) that effectively develops high-performance classifiers. 
The imbalanced problem can be solved when an author 
named uangthong et al. [25] develops Rotation Forest-J48 
with SMOTE. To reduce the sampling data set size of each 
class an algorithm of under sampling using fuzzy logic was 
developed by Wong et al. [26]. 
A novel algorithm was proposed by Padmaja et al. [27] to 
detect the fraud, the author uses k-Reverse NN (kRNN) 
algorithm to remove extreme outliers. Zhang et al. [28] 
developed an algorithm to balance the dataset classification of 
unbalanced classification which integrates that classification 
and ensemble learning algorithms. The author also develops a 
hybrid algorithm that combines 3 methods which are random 
feature selection, under sampling and bootstrap re-sampling. 
This method processes the trained data sets using base 
classifiers. Fan et al. [29] explain that if the boundaries of 
each class datasets are very balanced then the re-sampling 
methods are not necessary.  
Support Vector Machines gives effective performance when 
compared with resampling methods like RUS and SMOTE. 
To identify the streaming of imbalanced data, Chen et al. [30] 
developed selectively recursive approach (SERA). To 
rebalance the data set in [31, 32] an RBF classifier is used.To 
balance the unbalanced data samples Hosseinzadeh et al. [33] 
develops classifiers which perform effectively using SMOTE 
oversampling and also explains the methods of RF and Fuzzy 
C-means. To reduce imbalanced data a distance of boundaries 
has to be adjusted and found by using Mahalanobis but not by 
Euclidian distances and these methods was proposed by an 
author in Simple Hybrid Sampling Approaches (SHSA). 
Shin et al. [34] modifies the distances of boundaries by 
applying different cost sampling approaches to different 
classes. This problem was overcome by an author Cohen et al. 
[35], he examines the Support vector machines of one class by 
using different class examples and he improves the 
performance by the transformation of the conformal kernel. 
With these, the imbalances of sampling can be improved with 
the help of learning algorithms of one class with other class 
ignoring and by adjusting the [36] asymmetrical margins of 
rare positive cases.  
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As per the imbalanced distribution of data, the adjustment of 
boundaries can be done with changing the values of kernel 
matrix and this idea was by Wu et al. [37]. An efficient base 
classifier [38] can be identified by a mono meta-classifier 
called stacking. Stacking bagging cost and performance can 

be improved with the help of bagging called base classifier 
predictions and all these were proposed by the author named 
Phua et al. This author also developed a new algorithm with of 
resampling methods to build new decision trees by using an 
algorithm called consolidated tree construction (CTC). 

  
Table 3:  Various Data and Algorithm Centric approaches 

Author Name Algorithm Technique Dataset Utilized  Metric 
Mustafa et al.[39] KNN based 

fuzzy-rough set 
Maximum distance based 

SMOTE 
UCI repository Accuracy 

Dang et al. [8] SPY 
 

SVM, K-NN, and 
Radial Function(RF) 

UCI repository Sensitivity, G-Mean 

Li et al. [6] C4.5 SDSMOTE 
 

UCI Repository, 
JM1 is from 

NASA standard 
data-sets 

F-measure , G-Mean 
,AUC 

Li et al.[7] Support 
vector Machine 

(SVM) 

Sampling Strategy based on 
SOM 

UCI repository F-measure, Precision, 
Recall 

Koto et al. [9] SVM SMOTE Out, 
SMOTE-Cosine, 
Selected-SMOTE 

UCI repository F-measure 

Oktavino et al. [10] SVM, NB, 
DT 

SMOTE Indonesia 
e-commerce 

Accuracy 

Zhang et al. [11] NB Cluster-based Majority 
Under-Sampling 

UCI repository Recall, Precision, 
F-measure, G-Mean 

Wang et al. [12] SVM ROS UCI repository Sensitivity, 
Specificity, 

Accuracy, G-Mean 
Wu et al. [15] DT Hybrid-Sampling 

Technique 
KEEL repository AUC, F-measure 

Majumder et al. [16] GMM SMOTE, ADASYN Shoulder Pain 
Expression 

Archive database 

Precision, Recal 

Shi et al. [17] SVM HIOSVM UCI repository F-measure, G-Mean, 
AUC 

Farajzadeh et al. 
[18] 

Adaboost.M1, 
Bagging 

SMOTE CWRU bearing data 
center 

Normalised Popt 

Ghazikhani et al. 
[19] 

KNN SVM UCI repository F-measure, Recall, 
Precision 

Hu et al. [20] C4.5, 
AdaBoost 

MSMOTE UCI repository Precision, Recall, 
F-measure 

Li et al. [21] NB SMOTE with K-means IPTV datset Accuracy, F-measure, 
G-Mean, Precision, 

Recall 

Li et al. [22] LR Random- SMOTE UCI repository Accuracy 
Zhou et al. [23] NB CMOSMOTE KEEL repository Recall, Precision, 

G-Mean, F-measure 
Bhowan et al. [24] GP Cost Adjustment UCI repository Accuracy 
Ruangthong et al. 

[25] 
RF, J48 SMOTE UCI repository Sensitivity, 

Specificity, Accuracy 
Wong et al. [26] CHC 

algorithm 
 

SVM UCI repository F-measure, AUC 

Padmaja et al. [27] DT, KNN, 
NB, RBF 

Majority filter-based 
minority prediction 

UCI repository Accuracy, Recall, 
Precision, F-measure 
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Zhang et al. [28] DT Hybrid method Tans hotel Precision, Recall, 
Accuracy, 

F-measure, AUC, 
G-Mean 

Fan et al. [29] SVM Re-sampling using 
the boundary ratio 

UCI repository Recall, Precision, 
F-measure, G-mean 

Chen et al. [30] BBagging SERA KDD cup 1999 
network 

intrusion dataset 

Precision, Recall, 
F-measure, G-Mean 

Hosseinzadeh et al. 
[33] 

C4.5 Ensemble method (fuzzy 
C-means, 

Rotation Forest) 

KEEL repository AUC 

Shin et al. [34] SVM Different Cost Direct Marketing 
Education 

ROC 

Cohen et al. [35] one-class 
SVM 

kernel transformation nosocomial dataset Accuracy, Sensitivity, 
Specificity 

     
     

 

B.  Hybrid Mechanisms addressing Imbalanced class 
problem 

Trained models performance will be improved in imbalanced 
datasets by a new ensemble method which was proposed by 
Wei et al. [40] called Balanced Boost. Balance Cascade and 
Easy Ensemble methods were proposed by Liu et al. [41] for 
the learning of class-imbalance.  All these ensembles or 
hybrid algorithms uses the examples of class which was not 
used in under sampling. With these, all the weak learners from 
the subsets of multiple major classes will ensemble with each 
other to get the final results. Ceballes et al. [42] combine sub 
sampling, Boosting and oversampling to develop a new 
hybrid method called Swarm Boost to get samples. To get 
samples from the existing training sets a Jiang et al. develops 
three methods such as SBNC-oversampling, SBNC-hybrid 
and sampled Bayesian network classifiers (SBNC)-under 
sampling. For solving class imbalance problems an author 
called Oliveira et. al.[43] develops Iterative Classifier 
Selection Bagging (ICS-Bagging) to generate an ensemble of 
the classifier. Ruangthong et al. [44] predict Bank customers 
term deposit probability while class imbalance problem was 
solving, a hybrid ensemble technique was developed by 
incorporating the techniques in AdaBoost.M2 and adopt 
SMOTE. The forecasting performance was increased by new 
ensemble technique AdaBoost with SMOTE, which was 
proposed by Huang et al. [46]  
 Pal et al. [47] for efficient clustering a new model was 
developed called BoostedGMM by using SMOTE Cluster 
and Samplings of SMOTE. A New Clustering based Subset 
Ensemble Learning method was developed by Hu et al. [48] 
for class imbalances. To solve the class imbalance problems 
Mustafa et al. [49] proposed a novel hybrid technique called 
“Distribution based MultiBoost (DBMB)” by using machine 

learning techniques. To identify the claims called credit card 
churn prediction and automobile insurances between the two 
datasets a new method was proposed by Sundar kumar et al. 
[50] called one-class support vector machine (OCSVM). 
Krawczyk et al. [51] identify different unbalanced objects in 
the category of malignant while the samples are examining. 
By this author compare the performances of classifiers like 
Pruned Under-Sampling Balanced Ensemble (PUSBE), 
Boosted Support Vector Machine, Hybrid Cost-Sensitive 

Ensemble (HCSE) and SMOTEBoost. The problem of class 
imbalance can be solved by GAO Et Al. [55] after using 
RUSBoost learning method. Yongqing et al. [52] add a new 
adaptive algorithm to the SMOTE and then it improvises the 
old SMOTE into Adaptive SMOTE (ASMOTE). This new 
algorithm solves the problem of class imbalance by modifying 
the nearest neighbours. Wu et al. [53] designed a model by 
considering improved AdaBoost and SMOTE to predict the 
chain of e-commerce customers. To improve the class 
classification and prediction of class imbalance a Thai et al. 
[54] uses cost sensitivity learning and sampling methods. 
Clustered Knowledge Management Development Framework 
(CKMD) was developed by El et al. [56] for data imbalance 
for the efficient retrieval of knowledge and also increases the 
knowledge discovery performance. For the classification of 
Gene in imbalanced data, a new technique was by developed  
by Soltani et al. [57]. Zughrat et al. [58] proposed a method 
for the classification of imbalanced data called “iterative 

fuzzy support vector machine algorithm (IFSVM)” with 

bootstrapping-based oversampling and under-sampling. 
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Table 4.  Various Hybrid approaches 
Author Name Algorithm Technique Dataset Utilized  Metrics 
Liu et al. [41] EasyEnsemble EasyEnsemble UCI repository ROC 
Liu et al. [45] AdaBoost Cost-sensitive 

learning 
Jiangsu Telecom F-measure 

Oliveira et al. [43] Iterative Classifier 
with 

Bagging 

SMOTE-ICS-Baggi
ng 
 

KEEL repository ROC 

Ruangthong et al. 
[44] 

BN, DT, J48 AdaBoost.M2, 
SMOTE 

UCI repository Sensitivity, 
Specificity, 
Accuracy 

Huang et al. [46] AdaBoost AdaBoost, SMOTE SKEMPI Precision, 
Recall, 

Specificity, 
Accuracy, 
F-measure 

Sandhan et al. 
[59] 

SVM, LR, 
k-NN, Gaussian 

classifier 

Hybrid sampling, 
Bootstrapping 

structural 
classification of 

proteins 

ROC 

Winata et al. [60] DT (J48), 
NB, SMO 

Adaptive boosting, 
bagging 

LAPOR dataset Hamming loss, 
accuracy, 
F-measure 

Dwiyanti et al. 
[61] 

C4.5 RUSBoost PT. Telkom 
Indonesia 

F-measure 

Galar et al. [62] C4.5 EUSBoost ROC ROC 
Fernandez et al. 

[63] 
RF RUS, ROS, 

SMOTE 
Big Data UCI 
repository 

G-Mean 

Qian et al. [64] NB Resampling 
ensemble algorithm 

UCI repository Precision, 
Recall, 

G-Mean, 
F-measure 

Tran et al. [65] One-Class 
Classification, 

AdaBoost 

RABOC BioSecure DS2, 
XM2VTS 

Half Total Error 
Rate 

Barandela et al. 
[66] 

1-NN(Multi-Layer 
Perceptron) 

ensemble learning UCI repository Accuracy 

Jiang et al. [68] C4.5 GA-based SMOTE KEEL repository F-measure, 
G-Mean 

Guo et al. [67] DataBoost-IM ensemble learning UCI repository F-measures, 
G-mean, accuracy 

Sundarkumar et 
al. [50] 

DT, SVM, LR, 
PNN 

VM based 
Undersampling 

Automobile 
Insurance fraud 
and Credit card 

customer 
churn dataset 

Sensitivity, 
Specificity, 
Accuracy 

 

III. ANALYSING THE QUALITY OF DATA 

This section discuss about the results of our literature study 
conducted on the class imbalance problems on addressing the 
various research questions shown in Table 1. 
 

RQ1: What are the primary research motivations behind the 
data intrinsic problem? 

  The main research motivation regarding the class 
imbalance problem is discussed in section 1 and 2. 
RQ4: Why class imbalanced problems are popular?  

 The rate of attention gained by the researchers on the class 
imbalance problems are justified by analysing the 
following points. 

A. Identify number of publication in specific to the class 
imbalance problems: 

The rate of publication of the articles addressing the class 
imbalance and data intrinsic problems in scientific databases 
from a decade is shown in Figure 2. These quantified results 
of the publication count specify that the rate of publication in 
IEEE databases is far greater than the result of any other 
database. 



 
International Journal of Recent Technology and Engineering (IJRTE) 

ISSN: 2277-3878, Volume-X, Issue-X, July 2019  
 

7078 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

Retrieval Number: C5756098319/2019©BEIESP 
DOI:10.35940/ijrte.C5756.098319 
Journal Website: www.ijrte.org 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 2 . Distribution of articles from relevant scientific databases 
 

B. Analyse the growth factor of the article publication to 
the class imbalance problems: 
The number of research publications on the data intrinsic 
problem and year of the publication is depicted in Figure 3. 
It is observed that there is year wise significant growth in 
the number of publication which strengthens the phrase that 
the class imbalance problem and data intrinsic problems 
are gradually gaining the  

 

 

 

attention of researchers every year. Form the analysis it is 
identified that most of the publications are from the major 
conference proceedings such that among 300 collected 
article around 64% of articles are related to conference 
proceedings. Furthermore, 52 journals are published in 
major journals that include Neuro computing, Expert and 
intelligent systems, Journal of Soft computing and 
knowledge based systems. 

 
 

 
 
 
 
 
 
 

Figure 3.  Rate of increment in the articles published every year 

                

RQ3: What are the existing algorithms and approaches that 
are applied for data intrinsic problem? 

Based on the extensive literature study conducted in 
Section.3 the data intrinsic problems are broadly classified 
into data and algorithm centric techniques and ensemble 
and hybrid techniques. It is observed that most of the 
articles i.e., around 72% of articles belongs to data and 
algorithm centric techniques addressing class imbalance 
problem and 28% of the articles have addressed hybrid 
mechanisms. 

RQ2: What is the current status of research and future 
scope for data intrinsic problem? 

The following section 5 elaborates in detail about 
unaddressed research challenges and open research 
directions in the application of various algorithms that 
handles class imbalance problems in real-world datasets. 

V. OPEN RESEARCH CHALLENGES AND 

RESEARCH IMPLICATIONS 

This section addresses the RQ2 and discusses the benefits of 
SLR with more emphasis towards the open research 
challenges and research implications towards data intrinsic 
and class imbalance problem. 
In Machine learning, the context of learning imbalanced 
datasets is considered as a vital issue. From the literature 
study, it is observed that vast range of research works are 

concentrated on pre-processing of data before a classifier is 
generated that in turn provide the best solution than other 
techniques as it allows dynamic insert or deletes data to 
balance the dataset.  
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Besides that, rebalancing of the class distribution manually 
doesn’t have a significant effect on the performance of the 

classifier.  
Class-overlapping is considered to be an alternate cause of 
class imbalance problem as it yields poor performance of a 
classifier. In the context of solving class overlapping problem, 
different sampling techniques are adopted in research studies 
in the pre-processing phase. These sampling approaches 
might not be appropriate in solving this class overlapping 
problem. Several research studies in the literature of the 
prediction techniques have identified that the class 
imbalanced problems are caused because of redundant 
features and the future direction is to address appropriate 
feature selection techniques to handle class imbalance 
problems. 
 
Due to the advent of the Internet of Things (IoT) and other 
networking solutions, a massive amount of data is being 
generated from various data sources and developing an 
efficient mechanism for processing such real-world redundant 
data is considered to be a major challenge in the domain of 
classification problem. Research works on handling big 
imbalanced data are focused towards the implementation of 
machine learning algorithms using Spark and Map Reduce. 
Handling big real-world datasets that include patient dataset 
for predicting disease symptoms, financial datasets to predict 
share markets etc is considered to be open research direction 
as it includes a large amount of redundant data. 

VI. CONCLUSION 

The SLR conducted in this article includes a large number of 
state-of-art research studies addressing the techniques that 
handle the class imbalance problem intended for the 
classification in the real world data sets. Several researchers 
have made significant progress in proposing various 
techniques to balance the skewed distribution of data. 
Furthermore, the article addresses the comprehensive 
taxonomy that classifies the research efforts of the area. A 
Systematic study of articles from a decade is carefully 
conducted to analyze the research gaps and propose the 
research implications for further research in this area. Based 
on the research results it is observed that this study have 
exposed interesting research patterns and trends that could be 
implemented to underline the vital challenges in the field of 
machine learning to enhance the prediction accuracy. 
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