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 
Abstract: The evolution of computer technologies has led to the 
growth of digital images, which has made the search for similar 
images in this volume of data a very important research 
component. Since several works have proposed image search 
systems entitled CBIR (Content-Based Image Retrieval). This 
paper presents a new and powerful method for creating CBIR in 
order to improve the accuracy of search through visual content. 
The originality of our method lies in its invariance to the rotation 
of images queries. She consists of applying rectangular masks of 
different size on the image, and extracting the color descriptor 
from the visible region on the mask, and then combining the 
result descriptor to the Uniform Local Binary Pattern (ULBP) 
texture features and add canny edge features. We compare the 
query features to the extract ones, using metric distance. We 
evaluate our techniques using Corel1K and Ukbench dataset. The 
average precision measured gives good results comparing to the 
others existing retrieval systems. 

 
Index Terms: Rotation-invariant, HSV Color descriptor, 

Uniform Local Binary Pattern ULBP, Canny edge, rectangular 
mask, CBIR Content-based Image Retrieval. 

I. INTRODUCTION 

  In the last decades, with the use of digital technology, the 
volume of multimedia data and digital images has 
experienced a great revolution. Therefore, with this large 
amount of visual information, searching for similar visual 
content from large image databases has become a crucial 
area of research. We need to classify and index these images 
database, in order to better explore it. 

The visual image search systems called CBIR systems is 
new method to overcome the unreliability of the text search 
h. The principle of search by visual content consists of 
extracting features that describe the visual content of each 
image in the dataset, and stokes these descriptors a new 
indexed database. Those vectors will be compared thereafter 
with the descriptor of the query image using similarity 
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measure, in order to find the most similar images to the query 
image [1]. 

Several models have been developed for image retrieval 
[2]. We find systems that use low-level features, such as 
color, shape, and texture. For the color descriptor, we have 
several tools such as color histograms, dominant color [3]. 
The texture descriptor includes matrices of co-occurrence, 
Wavelet moment [4]-[6] and Local Binary Pattern [7], or 
shape features [8] [9]. To get good results with good 
accuracy, many works has combined two or three kind of 
global features [10] [11]. 
In recent years, and in order to get good results with good 
accuracy, many works combined two or three kind of the 
low-level features. The proposed framework represents a 
powerful technique for retrieval images in large databases 
using fusion of different descriptor from low-level.  

The main contributions of this work in this active research 
area in CBIR are as follows: 1) we introduce a new method to 
extract locally the features from different parts using mask. 
2) We decompose the image into block going from the inside 
to the outside allowed us to obtain invariant descriptors for 
rotation. 3) We combine color texture and shape resulting 
features, and test this technique over the standard database. 
In the next section, we expose our method of extraction and 
combination of features, in the section 3 we present our 
simulation in Corel bases, and in section 4 we evaluate and 
compare our result. 

II. RELATED WORK 

This section presents a brief description of some recent 
work in the CBIR field that has used a combination of 
several features. R.Ashraf [12] extracted the edge of the 
image from the Y components after converting the color 
image to Y. In addition, he combine the result matrices from 
the three channels: Y-luminance Cb and Cr; and combine 
them to obtain RGB image. Next, the histograms information 
is extracted on each individual RGB image channel. Then, to 
obtain a descriptor vector, the discrete wavelet 
transformation is applied to the histograms obtained above. 
Artificial Neural Networks (ANN) is used and applied on 
dataset. Walia et al. [13] propose also a technique fusion 
color, texture and shape feature of an image. The first color 
moments (mean, standard deviation and skewness of colors) 
calculated from each channel color H-S-V, and then we 
compare the result vector to with the query one and return the 
first thirty similaires images. In 
second stage,  
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for each sorted image Edge Histogram Descriptor (EHD) 
and Angular Radial Transform are combined along to obtain 
the relevant images 

 
N.Shrivastava [14] developed a system of research by 

phase, in beginning stage he extracts a histogram color HSV 
of 81 bin. The output of stage, he ranks the N first relevant 
image based on their metric distance with the image of the 
query. Next, the N result image is compare to the query 
image using Gabor texture feature and keeps the first P 
relevant image. At last, the shape features is extracted using 
Fourier descriptors. 

The works mentioned above have shown that 
combinations of color descriptors shape and textures; 
provides very efficient results for image registration systems, 
but sometimes a bad technique of this fusion can give 
unsatisfactory results. That is why it is important to use a 
suitable combination of descriptor that which allows creating 
performing systems. This paper aims at selecting an efficient 
fused feature who satisfies the Invariance to image rotation, 
translation and noise, and give and gives a better precision in 
comparison with the previous works. 

III. PROPOSED WORK 

As explained above color, shape and texture represent 
global descriptors and examples of low-level image features. 
The combination of these descriptors has often given good 
results. First thing is to study our dataset and our request. In 
this paper, we have used Corel Image Library, with 1000 
color, images of 10 objects, fig.1 and the Ukbench dataset 
with 10200 images of 2550 objects, for every object, we have 
four image with different orientation of the object fig.2. As 
we can see ours databases are rich in color, and the color 
features are widely used in CBIR, so we have used histogram 
color as first descriptor, because it gives a pretty rich 
information with a simple and fast extracting algorithm, as 
well as for its property of invariance rotation and translation. 
However, do not consider any spatial distribution of the color 
in the image. Even if images have dramatically different 
contents, they will still be considered similar if their color 
distributions are similar as well [7]. To overcome this 
problem we extracted the histogram color from local region 
of image and concatenated the results vectors, using 
rectangular mask. For more precision, we combined to the 
color feature, local texture descriptor the LBP, And Hu 
moment [15] for shape information; at the next paragraph, 
we explore our method with more details. 

A. Local Color Feature Extraction: 

Our image descriptor will be a 3D color histogram [16] 
this histogram represents the overall distribution of colors in 
the image. His calculation consists of a quantification of the 
chosen color space, for our system we used the space HSV; 
whose components H and S are close to human vision, 
followed by the calculation of the histogram of the pixels 
thus transformed [17].  

To convert our image from the RGB to HSV, we start out 
by retrieving the red (R), green (G), blue (B) values, in a 
scale from  0  to  1,  inclusively,  as  well  as  the  largest  and  
smallest  of  the R,G,B, values, and the difference between 
the two. 

 
Fig.1: Example of COREL1000 dataset 

 

Fig2: Example of object subset of Ukbench dataset 

V=max(R,G,B)                  (1) 

     
            

 

         

                        (2) 

   

                                              

                                       
                                       

      (3) 

As explained earlier, extracting the color histogram does 
not support semantic color distribution, to solve this problem 
several works proposed methods of extracting color 
histograms from several regions of the image, same with 
dividing image into block [10] or using segment method [18]. 
These approaches have proved their effectiveness with very 
satisfactory results, but they do not care about the invariance 
rotation of image. Therefore, in our work we propose a new 
method of extraction features, from rectangular regions 
features fig.3: 

 
Fig3: extract HSV histogram from each block of image 
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Fig.4: rectangular masking image different sizes for 
different region of two examples 

and in order to access each block we masque the other 
block using rectangular mask and extracting features from 
each masked images Fig.4, for our system we use just 3 
masked regions. 

The steps of extracting the color features using 
color-masked histogram are as follows: 

Convert a RGB image into HSV  
(1)  Applied the tree rectangular mask as shown in figure2 
(2) From every masked image the color histogram will be 
calculated for each channel; Hue with eight bins, 
saturation twelve, and the value three  bins for the tree 
image, which forms a size vector: 8 * 12 * 3 = 288. 
(3) Convert the histogram to vector and concatenate the 
tree vector to obtain one who describe the local 
distribution of the colors  
Vhsvi = Vhsvi1+Vhsvi2+Vhsvi3         
                      i= {1,…..…, N}     
    N the number of images in the database used           

    N the number of images in the database used           

B.  Texture Feature Extraction: 

For the texture information, we use the local binary pattern 
LBP, who is an efficient local descriptor and invariant to 
scaling and rotation. It is applied to a grayscale image; his 
principal is to find for each pixel a new gray code depending 
on the surrounding pixels. Fig.5 gives an example and (5) 
represents the calculation equation of the new value of the 
central pixel 

         
   
            

         
      
      

         (5) 

 
Fig.5: Example for calculation the LBP operator 

 
After the application of the equation on all pixels of the 

image, we end up with a new digital image, which will 

calculate the histogram to obtain our LBP descriptor. The 
latter contains redundant information. To minimize the size 
of this descriptor, we used the LBP uniform, which takes into 
account relevant information, so that it only takes into 
account when calculating the values having two transitions: 
1-0 or 1-0, for example, the code 00100000 contains two 
transitions and the model 0000001 contains one. On the other 
hand, Model 1001000, it has four transitions 0-1 or 1-0, so is 
not considered uniform 

In total, using this principle we have 58 possible uniform 
patterns in neighborhood of 8 sampling points are shown in 
fig.3. Using only 58/256 of the local information may appear 
as a loss of information, but the uniform LBP detects 
microstructures (e.g. edges, lines, spots, flat areas).This 
Uniform LBP operator is an excellent measure of the texture 
structure of local image texture, and gives satisfactory results 
concerning rotation invariance. Therefore, we combined the 
result histogram to the HSV one. 

C. Edge Feature Extraction 

Many descriptor of shape information have been cited 
above, in our system we use the Hu Moments, who is 
performant descriptor to describe, characterize, and quantify 
the shape of an object in an image we opted for this 
descriptor because of its invariance to image scale and 
rotation transformation. Hu Moments are extracted from the 
silhouette of an object in an image. Therefore, to obtain this 
shape we have to apply some sort of segmentation, 
thresholding or edge detectors. Canny operator [19] has been 
used in our system, given these characteristics of edge 
information preservation, while eliminating false edges and 
noises in the image. Fig.6 illustrate an example of edge 
detecting by canny operator. 

 
Fig.6:  Example of image (a)   and edge detected by canny 

operator (b) 
The general two dimensional (p+r)th order moment of the 

function f(x,y) (for out case  f(x,y)=Icanny(x,y)) are defined 
for implementation in digital as: 
       

      
                      (6) 

The invariant features can be achieved using central 
moments; we obtain translation invariant moment by 
redefining it into a central moment: 
       

      
                         

          
   

   
    

   

   

          (7) 

Scale invariance is calculated by dividing it by 00-th 
moment.  
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The normalized central moments are defined as follows: 

    
   

   
                                                       (8) 

Hu [20] set up the seven moments, based on the central 
moments calculated above, the resulting moments proved to 
be invariant to rotation, scale and translation. 
                                                                             (9) 
              

      
                                                (10) 

              
             

                             (11)               
             

            
                                     

                                 
         

    
                                      

   
           

                                                                           (12) 
                       

           
   

                                                                      (13) 
                                 

        
    

                                    
  

         
                                                                             (14) 

The seven moment using the αpr make the moment 
invariant to the scaling, translation and rotation. We put them 
in one vector and concatenate to the previous one. 

D.  System architecture and algorithms: 

The first step is preparing our images in databases to 
extract the features. By converting every image to HSV color, 
and applying the rectangular mask as showed in Fig.4, then 
convert the same image to gray in order to extract the 
uniform LBP features, and at last detect the edge using the 
canny descriptor, and extract the invariant moment, and 
combined the tree vectors to have one vector who describe 
the image. Fig.6. illustrates our approach: 

 

Algorithm: 
For every image (i) in the dataset do: 
Step 1: Extract the color descriptor:  
Convert image to HSV color, apply the three rectangular 
masks, extract the histogram color from every region, and 
obtain local color descriptor: 
Vhsv= Vhsv1 +Vhsv2+Vhsv3                            
Step 2: Extract the LBP descriptor:  
Convert the image to gray, extract the invariant uniform 
LBP vector Vlbpun 
Step 3: extract the shape vectors: 
From the gray image, apply the canny descriptor, to have 
the edge of objects, and then apply the Hu moment and put 
the result in vector: VHu 
Step 4: Combine all vectors: 
At last, we concatenate the all of the vector after 
multiplied the vector by weighting factor to have one who 
describe our image and store it in a base indexed by the 
names of the images, and to be compared thereaf-ter with 
the vector descriptor of the image request 
           Vimgi= {α*Vhsv; β*VLBP; γ*VHu}                
Step 5: Apply the same method to the Query image and 
obtain the VQ 
Step 6: Calculate the Euclidean distance between the 
requested vector and the other vectors previously 
calculated 

  Di             
  

                (15) 

 (i=1,2,3......n) , n= number of image in dataset, next we 
sort the distance in ascending order; and take the first 

sixty, and display their corresponding image. 

IV. EXPERIMENTED METHOD: 

To test our approach, We used the two bases presented in 
section 3; the first Corel which contains 1000 images, of 
standard size (256 * 384 or 384 * 256), and which are 
distributed over 10 different classes fig.1; the second 
Ukbench with 10200 images of 2550 objects, for each object 
we have four images with different orientation of the object 
fig.2 

First, we used the first image database. And to test the 
efficiency of our descriptors, we realized a search engine that 
extracts from each image of the base the combined 
descriptors by adopting our method described in the 
preceding paragraph, the resulting vectors are then stored in 
an indexed database. In the second phase, we randomly 
select twenty-five images from each category, these images 
represent the images requests, which will be treated with the 
same method presented in this work to obtain their visual 
signature, and the latter is compared to those of the indexed 
database, using the Euclidean distance. At the end, we return 
the size images whose distance with the image request is the 
smallest. 

To measure the performance of our system, we use the 
universal measurement value: precision and recall [21]. 

In order to obtain these measurements, we define Ai the 
number of image returned and which are similar to the 
request image, and Ri the total number of images returned by 
the system, (for our system 16), the calculation formula of 
accuracy is given as follows: 

 

Pi = (Ai ∩ Ri)/Ri 
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Fig.7:  illustrative diagram of our proposed image retrieval approach 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8: example of search result: (a) normal orientation of image request, (b) (c) and (d) using image query rotated 
 

Fig.8 illustrates same example of our result and we 
compare our average with other work in the table1. Fig.9 
reports the performance comparison, the system in terms of 
precision rates with the same systems. 

The comparison reveals a good average compared to other 
methods already used. Remains that the originality of our 
method is its invariance to the rotation; that is, if our 
requested image is rotated in another direction, we can obtain 
the same good results. This is due to the types of descriptors 
used, which are invariant to the rotation and to our 
rectangular mask approach used to extract the color 
histograms locally. In the second dataset, we have 
experimented our method to same rotated object in the 
dataset using at first simple extraction of color histogram and 
then using the rectangular mask, we obtained very successful 
result as showing in fig.9. 
 

 

 
Fig.9: example of search result for an object in different 

orientation 
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Table1. Precision value comparison of our methods with other existing ones on Corel-1000 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.10: Graph of precision between proposed approach and others techniques

V. CONCLUSION 

In this work, we proposed a Content-Based Image 
Retrieval with new approach of extraction histogram features, 
which takes into consideration the rotation of the images, the 
results was very performant. The histogram color (HSV) 
descriptor is extract from locals regions of Image using the 
rectangular masks, which allows us to obtain a color 
descriptor invariant to the rotation. The result vector is 
concatenate to the LBP uniform vector and Hu moment 
descriptor; both of them are invariant to the rotation. At next, 
using the Euclidian distance, the query feature is compared 
to the other in dataset. We test this method to rotated images,  
and we found the same good results. The originality of our 
approach lies in its invariance to rotation and in its 
robustness compared to existing methods. 
This method was checked on the Corel base, which is often 
used in this type of work, and we extended it to the Ukbench 

database and for both she has shown efficient in rotation and 
precision. 
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