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 

Abstract: These days, the systems have been bigger upon 

integrations with multiple functions of hardware and software. 

To optimize these bigger systems, slicing technique is required to 

extract the duplicated codes. In this study, system dependent 

graph was used for slicing of duplicated codes. System dependent 

graph is generated upon analysis of extracted control 

relationship from system codes and data dependence. Duplicated 

control and data relations are extracted upon analysis of 

generated system dependent graph. Using control and data 

relations, which is a suggestive slicing technique, duplicated 

codes can be generated. Slicing technique using system 

dependent graph can be applied to the extraction of duplicated 

cross cutting modules in all programming methods regardless of 

the environment of structure/object-oriented program. By the 

suggestive method, code blocks duplicated. In the system can be 

sliced and system code optimization can be contributed by 

eliminating unnecessary codes from slicing. 

 

Keywords :Control Dependence Relation, Duplicated Code 

Slicing, System Optimization, Data Dependence Relation, 
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I. INTRODUCTION 

Refactoring is a process to change the code structures to 

enhance the internal structure and reusability without 

changing program functions and behaviors. In the existing 

object-oriented method, it is efficient to make modules of 

core codes but has difficulty in cross-cutting 

modulization[1]–[3]. Cross-cutting modulization can be 

separated conceptually in the design stage, while it is 

complicated in the realization stage since cross-cutting 

modules are coexisted in the system[4,5].  

To optimize the realized system, cross-cutting modules 

should be extracted and reorganized. This method violates 

the object-oriented principles, which should use the slicing 

technique of duplicated source codes[6,7]. In case of using 

slicing technique for system optimization, duplicated codes 

in the system can be defined with the cross-cutting area and 

eliminated easily. Eliminated cross-cutting module can 

optimize the system upon application of aspect-oriented 

programing. Existing system optimization techniques were 

listed considering duplicated source codes within the realized 

system details. Also, parts of object-oriented system were 

defined as aspect-oriented programing details to separate 
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specific elements and applied to system optimization. This 

method is not enough as the objective system optimization 

method on the object-oriented programs designed and 

realized.  

To optimize the system, the technique to extract duplicated 

cross cutting modules is essential and the studies are required 

on the source code slicing technique to extract cross cutting 

modules. In the suggestive article, system dependence uses 

the relations of control dependence and data dependence for 

the slicing of duplicated cross-cutting modules[8]–[10]. 

Objective approaching methods by stages were summarized 

for source code slicing using program dependences[11]. 

II. SYSTEM DEPENDENCE 

Program dependence which demonstrates the dependence 

relation on a procedure is required to analyze the dependence 

of overall system[12]. Dependence has two aspects including 

control dependence to show how a process is continued and 

data dependence to show which variable influences to 

determine its values.  

Control dependence which defines the consecutive 

processes during the program execution can identify the 

basic information for code scheduling upon analysis of 

dependence within the program[13]. It is mainly used in 

compiler and essential for source code slicing. If each node is 

connected to the dependent node during its execution process 

and execution of A code is determined by B code, A is 

considered as control dependence under B.  

Data dependence shows the relations among variables to 

be influenced by control flow and information can be 

identified on the parameter process according to the method 

calling using this relation. Data flow that used in each 

execution sentence is expressed as the link to the execution 

order made in the control flow relation[14].  

Dependence graph without calling relation among 

functions is called as program dependence graph, and that 

including calling functions of the program with the subjects 

of total sources is called as system dependence graph[15,16]. 

Upon analysis of dependence relations on each procedure and 

combination of these, system dependence graph can be 

generated. System dependence graph is the one that 

combines with control dependence and data dependence 

relations. If control dependence and data dependence 

relations are analyzed, information on the execution time 

action can be inferred without execution of the system and it 

can be utilized in the 

optimization of compiling 

process. In addition, it can be 
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applied in the system slicing. 

 

 

Fig. 1. System dependence graph including control/data dependence relations. 

III. PROCESS FOR SYSTEM SLICING 

For optimization of complicated system, separations of 

duplicated cross-cutting modules are essential. System 

optimization using cross-cutting concept means to optimize 

the duplicated codes which are the subjects of cross-cutting in 

the final realized system upon their extraction automatically. 

To separate cross-cutting module, system slicing technique is 

applied. Slicing process is designed as Fig 2 to extract 

cross-cutting modules using system dependence graph. 

 

 

Fig. 2. Process for System Slicing. 

In the first step, indexes are defined to generate system 

dependence graph from total system codes. Individual marks 

for indexes are allocated for each line of system code which 

will be demonstrated with the graph of program dependence 

relations. Lines which can be marked with the same pattern 

in the dependence graph are allocated with the same marks.  

In the second step, system dependence graph is prepared. 

Control and data dependence relations are described as the 

directional graph on the system codes by objects. Individual 

marks are allocated for each line to identify the types of 

dependences (control and data).  

In the third step, table of dependence relations is prepared. 

Upon classification of dependence relations per each object 

based on directional graph formula, lines with dependence 

relation are expressed as Node (N) and relations between 

nodes are expressed as Edge (E). 

 
In the fourth step, duplicated cross-cutting modules are 

extracted by comparisons of order expressed as Edge. Edges 

of the objects A and B are defined as  

and . Duplicated source codes are 

extracted upon combination of connected sources with 

indexes of each node Nd= ∶ n ∈ Ed  which is duplicated 

edge {Ed  | Ed= Ae,Ed= Be }. 

IV. EXTRACTION OF CROSS-CUTTING MODULE 

BY SYSTEM SLICING 

It shows the suggestive process of cross-cutting extraction 

for system optimization. System example codes are prepared 

as Fig 3 to apply system slicing. Example code is a partial 

code of Bison which transforms the generator into JAVA 

language with GNU. This consists of two classes. To perform 

system optimization using two classes, duplicated 

cross-cutting area is extracted by system slicing technique. 
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Fig. 3. Codes to be used system slicing. 

Indexes applied with sentence patterns from system code 

are defined for system slicing. Source code with the same 

sentence pattern uses the same index. Sentence patterns of 

two methods which are the subjects of system optimization 

are defined and individual indexes for all the defined patterns 

are allocated as Fig 4. Individual indexes are used to map the 

node in the program dependent graph with source code. 

Space and some control marks ({}...} are excluded. 

 

 

Fig. 4. Definition of indexes on source codes. 

Program dependence relations are analyzed by connecting 

system codes with index values defined by sentence pattern 

analysis.  With respect to system dependence relations, data 

and control dependence relations are analyzed based on the 

direction of system code lines allocated with indexes. System 

dependence relations of system code lines which are the 

analysis subjects are generated through this. System 

dependence graph is organized with control and data 

dependence relations. Fig 5 shows the table for data and 

control dependence relations upon analysis of two classes. 

 

 

Fig 5. Control and data relations extracted per each class. 
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Program dependent graph is prepared as Fig 6 including 

control and data dependence relations of 

Bison_OutputA/Bison_OutputB. Upon identifying the 

relations of each node in the prepared program dependent 

graph, node (code) and edge (control and data) are described 

as Fig 6 by understanding the control and data dependence 

relations. Solid lines mean control dependence relations 

while dotted lines do data dependence relations. 

 

 

Fig. 6. System dependence graph on each class. 

Duplicated edges are important information in slicing to 

extract duplicated cross-cutting modules. Duplicated edges 

are extracted upon analysis of dependence relations for 

extracted classes.  

Duplicated edges are important information in slicing to 

extract duplicated cross-cutting modules. Duplicated edges 

are extracted upon analysis of dependence relations for 

extracted classes.  

Duplicated edges, , are 

extracted from control dependence edge of Bison_OutputA 

class, 

and those of Bison_OutputB class, 

.  

Duplicated edges are extracted with the same method in data 

dependence edge. Extracted duplicated edges are as Fig 7. 

 

Fig. 7. Extractions of duplicated control and data 

dependence relations. 

After extraction of nodes,  from duplicated 

edges, sliced cross-cutting modules are generated as Fig 8 

upon  mapping with source codes of 

indexes,  

 

Fig. 8. Sliced modules by analysis of system dependence 

relations. 

V. CONCLUSION 

In the structure/object-oriented program whose 

developments are completed, it has significant difficulty in 

maintenance and reusability in case of new data introduction 

or update of functions. In addition, it is not possible to 

reorganize the specific elements only within the capsuled 

objects after slicing in the object-oriented programing. 

Hence, lots of difficulties are imposed in the treatments of 

duplicated codes which are common elements in each object. 

There is no objective approaching method to solve this 

problem.  

In this article, slicing method for duplicated cross-cutting 

modules was suggested which could apply in both structure 

and object-oriented program environments. To extract the 

reusable modules, control and data dependence relations 

were used. Individual indexes for each system code were 

defined. Based on the defined indexes, system dependent 

graph was generated upon investigating control and data 

dependence relations. Compared 

to system dependent graph, table 
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for control and data dependence relations was generated. By 

comparison of orders in the generated dependence relation 

table, duplicated elements could be extracted, and duplicated 

modules could be generated by extracted relations. With the 

suggestive method in this article, slicing problem of the 

capsuled objects could be solved without limitation of 

structure/object-oriented program environment, and this 

could contribute to optimize the complicated system. 
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