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 
Abstract: Feature selection is the most important step to 

develop any latest learning model. As the complexity of the 
leaning models increases day by day there is an increasing 
demand, in selecting the right features to build the model. There 
are many methods for feature selection. A new feature selection 
based on the Manova statistical test is implemented. Using the 
Manova test, we select attributes from academic datasets. Using 
the selected attributes, we build a classification model. Accuracy 
of the model with feature selection is compared with a model with 
all attributes. Results are discussed. It is proved that the 
classification model build with features selected by Manova test 
achieves more accuracy than a model built with all features. 
 

Index Terms: Feature Selection, Manova, Wiki Lambda.  

I. INTRODUCTION 

  Feature selection is the process of selecting the right 
attributes to build a learning model. Selecting the right 
attributes increases the accuracy of the model built. Whereas 
the wrong selection of attributes decreases performance of the 
model notably. There are three types of feature selection 
methods in existence. These methods are Filter, Wrapper and 
Embedded Method. Filter method uses a statistical test to 
identify the right features. In the wrapper method, a subset of 
feature is selected first, then the model is trained and results 
are obtained. Based on the result it is decided to select or 
reject  particular features from the dataset. Embedded 
methods combine both the above mentioned method for 
feature selection.   
In this paper, we implement filter based method. The 
statistical test which we use for feature selection is Manova. 
Manova is a statistical technique being in existence from the 
year 1925 [1]. Manova is used in statistical samples where 
there are many factors which affect the dependent variables. 
In such a case, Manova is used to determine the most 
important factor among them. Manova is an extension of 
Anova. It uses covariance of the output variable to test the 
statistical difference. Some of the advantages of Manova are, 
it is easy to study the interaction between factors. It reduces 
Type 1 errors. Analyzing these properties of Manova, we can 
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determine that the Manova test can be used effectively for 
feature selection. In this paper, for feature selection, we use 
Manova statistical technique. There are many types of 
Manova tests. We use Wilks Lambda test. The base formula 
for Manova's  Wilks Lambda test, 

 
Where E and H are matrices, θj is the Eigen values [2]. 

In this paper Section I, is the introduction part, Section II 
contains the review of literature on various feature selection 
methods used in the literature. Section III contains the 
methodology followed for feature selection. Section IV is the 
result section. Section  IV.A contains results of Manova tests 
and IV.B contains results of models build with and without 
feature selection. Section V contains discussions and 
conclusion of this research work. 

II. REVIEW OF LITERATURE 

Pratik Kadam uses a Chi-Square test as a feature selection 
method for academic datasets [3].  Li et al uses clustering and 
Chi-Square technique for feature selection from statistical 
data [4]. Other Machine learning techniques like genetic 
algorithms, simulated annealing is used for feature selection.  

III. METHODOLOGY 

The methodology followed in this work is as follows. 
Students academic datasets are downloaded from the UCI 
repository. The dataset contains 395 students record from a 
Portuguese school. In this dataset, students academic details 
and non academic details are stored. To the above mentioned 
dataset, Manova test was conducted using NCSS 2019 
statistical software and setting the significance level to 0.05. 
Manova test report was generated. 

 Manova report contains for each attribute, test values, F 
Ratio and decision to accept or reject those attribute. We omit 
the attributes which are rejected in the Manova report and 
select the attributes accepted in the test. We build two 
classification model using decision tree classifier. In the first 
model all features are used to build the classification model 
and in the second model features selected by the Manova test 
are used to build the classification model. Accuracy of both 
the model is compared and 
results are tabulated.   
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IV. RESULTS  

A. Manova Experimental Results 

Table. I Manova Test Results 

 
 
The features which are mentioned as Accept are picked to build the model. Accuracy of the model without any feature selection 
and with features selected by using Manova values are as follows.  
 

B. Classification Model Results 

Accuracy of classification models build without feature selection and with feature selection is discussed here. We use the 
decision tree classifier to build the classification model. This part of the research work was carried out in Matlab 2019a. 
 

Table. II  Accuracy Comparison 
 

S.No Method Accuracy 

1. Classification Model with all Features 83.5 % 

2. Classification Model with Feature Selected by Manova 86.2 % 

 
From the table, we can infer that classification model built with features selected by Manova are more accurate than models built 
with all features.  
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V.  DISCUSSIONS AND CONCLUSION 

 In this paper we use Manova test for feature selection of 
academic datasets. Students academic datasets are 
downloaded from the UCI repository. We apply Manova's 
Wiki Lamda test to the academic dataset. Test reports are 
generated with F-Ratio, Prob level, Decision to accept or 
reject the attribute. We selected the accepted attribute and 
build a classification model. We build another classification 
model with all attributes. Finally, the accuracy of both models 
is compared. It is found out that model build with features 
selected with Manova achieves more accuracy than model 
build with all features.  So it is recommended to researchers 
working on learning models to use Manova for feature 
selection. 
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