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 

Abstract: Hadoop advances in executing the massive 

resources required by  applications in a parallel and distributed 

computing environment, which uses the map-reduce framework 

to process the large dataset. In Hadoop we use two types of 

schedulers with YARN capabilities to run the application in big 

data environment namely Fair Scheduler and Capacitive 

Scheduler. Each scheduler has it is own queues and resource 

manager to allocate the resources to run the particular 

application.  In this paper, introduction of PSO based centralized 

job queuing scheduler is used to manage and monitor the 

resources that will tune up the existing schedulers which gives the 

optimized resource utilization, speeds-up the execution and 

provides more active and dynamic execution of jobs in the big data 

environment. 

Keywords: Hadoop, PSO, Central Queuing, Parallel and 

distributed computing, Slots and YARN. 

I. INTRODUCTION 

In the current cyber world, big data and cloud have became an 

unavoidable technology evidencing in several domains such 

as social media, e-health and retails. Big data has the caliber 

to handle petabytes or even more amount of data. Big data is 

capable of performing various operation such as gathering, 

handling, perceiving and sharing  vast amount data from 

different sources. This data is available in three different 

formats viz., structured, unstructured and semi-structured. 

Apache project introduced an open source tool called Hadoop 

to handle the large volume of the data in a cost-efficient and 

effective way. In this tool, multiple jobs are executed in 

parallel to archive the valid information. To obtain the 

efficiency  by executing these jobs using jobs queue 

schedulers in appropriate manner. MapReduce concept was 

initially introduced by Google[10] for processing the vast 

amount of data..  
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The open source Hadoop map-reduce framework is widely 

accepted by the education as well as the commercial 

domain[11]. It is widely accepted due to its reliability and 

rapid scalability making its presence in all the big data 

environment very helpful in processing the enormous amount 

of information.Mining the valuable information from these 

raw data precarious jobs because of non availability of 

resources  in the cluster to execute the job.  Several jobs are 

running parallel in the Hadoop cluster with the constrained 

computing resources, this affects the execution of jobs. To 

perform these bunch of jobs batch by batch, the MapReduce 

frame work employs the scheduler, and these schedulers 

supply the available resource  to the process based on the 

availability of resource in the Hadoop cluster. Improper 

resource management may lead to low resource utilization 

and result in extending the job execution time, this issue can 

be solved by scheduling these available resource efficiently 

using schedulers. The resource administration and scheduling 

of the jobs in the Hadoop framework is managed by  YARN 

,one of  the core components in Hadoop, YARN is 

responsible for allocating system resources to the various 

applications running in a Hadoop cluster and scheduled tasks 

are executed on different cluster nodes. 

 

Figure 1: Architecture of YARN 

 YARN stands for Yet Another Resource Negotiator, the 

main components of YARN are Resource Manager, 

NodeManager component and application master component, 

are showed in the  Figure[1].  The Namenode keep track all 

the active DataNodes in every two seconds. The DataNodes 

which has blocks size 64MB or 128MB based on the 

configuration  and it contains replicated data in it by setting 

replica factor in the configuration. Which ensures the data is 

always available in the cluster for processing[4].   

Resource Manager Component: This component is the 

negotiator of all the resource 

in the cluster.  
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Resource Manager is further categorized into an Application 

Manager that will manage all the user jobs with the cluster and 

pluggable scheduler. This resource manager is designed for 

receiving and running the applications in the Hadoop Cluster. 

In Hadoop 2.0, a MapReduce job will be considered as an 

application. Node Manager Component: This node contains 

job history server which will furnish the information about all 

the metrics of completed jobs. The NodeManager keeps track 

of all the users’ jobs and their workflow on any, particularly 

given node. Application Master Component: This is the 

component where the job resides and responsible for 

managing every Map-Reduce job and it  concluded once 

execution job completes its processing. 

In this paper, we consider various production workloads with 

different workflow jobs either dependent or independent data 

to process the job. For these kind of jobs we requires adequate 

resources to process the jobs in each scheduling queue for 

efficient memory management in the Hadoop cluster. 

Job scheduling plays a vital role in determining the 

performance of any computing clustering. Especially in 

Hadoop clusters, this is even more critical because each job 

requires an enormous amount of resources concurrently. 

Among these significant challenges related to the job, 

scheduling is discussed below. 

Data volume/storage, the primary challenge for the big data 

comes from the vast amount of raw data. This is being the 

thought-provoking task for the enterprise to analyze the 

meaningful data [12].  There is a massive volume of the data 

present in structure as well as unstructured format. Storing of 

the unstructured data is a hard-hitting job. 

The format of data sources, both the homogeneous and 

heterogeneous resources produce the data. Specifically, the 

different resource cause several issues such as the format of 

the data and resources when compared to the homogeneous 

resources [13].   

Data velocity, the primary goal of any computing system is, to 

respond immediately. The same is expected in the big data 

also but due to the several constraints like querying the vast 

data, streaming and stored data, interlinking of data storage 

and data extraction problem play a key role in determining the 

velocity of the big data [14]. 

Security and privacy is the primary concern  in the cyber 

world. Most of the time the big data follow the distributed 

nature and geographically spread one.  In this case, whenever 

we store the data, we have to compile all the privacy and data 

security laws as per that particular environment [15]. 

Data sharing [16] is the primary purpose of the big data and 

connectivity among the different users and application are 

still challenging one. Due to heterogeneous environment data 

sharing required a common standard and middlewares be 

required with the proper authorization and data exchange 

protocols.  

Cost [17], is a significant function in deciding the operation. 

Building a new infrastructure for the big data environment 

requires more cost which includes the cost for upgrading the 

master and slave nodes, networking and acquiring other 

necessary services. 

The main objectives of this paper are listed below: 

• Choose optimized node for the task assignment in the 

current availability of the DataNodes in the Hadoop cluster.  

• A significant amount of reduction in the cost of the node 

improves the job execution performance in the Hadoop 

cluster. 

• Reduce the frequent configuration changes in the virtual 

cores of the data nodes. 

The rest of the paper is organized as follow,§ II present the 

various job schedulers available in the Hadoop job 

scheduling. § III briefly discuss the  

several existing works in the job scheduler optimizing.§ IV 

present the architecture of the proposed novel particle swarm 

optimization (PSO) based centralized job queuing system for 

Hadoop clusters. § V explains the integration of the PSO into 

the job scheduling in the YARN resource management. §VI 

analyzes the performance of the proposed system regarding 

four different parameters and results are compared with the 

three different job schedulers, and finally § VII concludes the 

paper with the future direction. 

II. JOB SCHEDULERS 

The Hadoop job scheduler [1] primarily classified into 

YAQ-C, Capacitive scheduler and fair schedulers based on 

efficient resource utilization, priority and time slice. The main 

scope of active Hadoop scheduler is to minimize the delay and 

maximize the throughput of allocating jobs to the cores in the 

processor [2-3]. Map and Reduce operations are fit into the 

core to process the job, Sometimes these Core are also called 

a slot. The mapped operation takes more slots than reduce 

operation. Commercially two schedulers are available in 

Hadoop [4] namely Fair and Capacitive scheduler. 

• Fair scheduler 

Fair scheduler [6]  was developed by Facebook. Multiple 

applications that are all allowed to execute based on 

configurable attributes in fairscheduler.xml.  The fair 

scheduler allocates an equivalent amount share of available 

resources to respective jobs to make sure the fairness among 

the distributing the resources between the different jobs. If 

anyone of the jobs is completed earlier and not being used, 

then the available resource will be used by other application. 

• Capacity Scheduler 

The Capacity Scheduler was initially developed by Yahoo 

and adopted by Apache foundation [7-8]. Multiple queues can 

be assigned based on the adjustment of configuration 

attributes in capacitivescheduler.xml. Each queue assigns a 

variable resource allocation which  can be made for a different 

set of applications. In each queue and its child queue assigns a 

percentage of resources which can be Hadoop allocated in the 

cluster for executing MapReduce jobs shown in the figure 

[1-2].   

https://www.sciencedirect.com/science/article/pii/S2352864817301955
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Figure 2: Configuration of Capacity Scheduler 

• YAQ 

Jeff Rasleyet al. [30] proposed method called Yaq. This yaq 

estimate the approximate time for each task has to wait before 

beginning it was processing when it placed in a queue which is 

running a local node. This time estimation helps in ordering 

the tasks in the node's queue for processing. Authors proposed 

two different favors of YAQ viz centralizeYAQ (YAQ-C) 

and distributed YAQ (YAQ-D). 

 

Figure 3: Capacitive scheduler workloads 

 

Figure 4: Configuration of   Fair Scheduler 

III. RELATED WORKS 

Sudha Sadasivam et al., [23] has proposed PSO implement 

Genetic Algorithm(GA) which includes the main features of 

the GA viz mutation and crossover. This helps the PSO 

algorithm to advance usages of the resources which resulting 

in finishing the tasks before the deadline. Sandholm and Lai 

[24] proposed dynamic proportional scheduling for the 

multi-user Hadoop environment. The authors claim that their 

technique provides efficient job prioritization and allocation 

in the cluster resources and offers isolation among the 

jobs[24]. Polo et al. proposed method called RAS[25], this 

helps in the escalation of the asset usages along with the 

closely monitoring the process ending time in the multi-job 

Hadoop cluster workloads. Zho et al.[26] proposed a 

Resource Attribute Selection based job scheduling algorithm. 

This proposed technique assesses its allocated resources and 

transmits the same to the master in the cluster. The 

implementation node uses these details and schedules the 

future jobs based on the requirement of the resources and cap 

between the already allocated resources and the upcoming 

jobs. This transmitted information will be stored in the job 

information history for the further assessments.  

Multi-Objective Scheduling Algorithm of Many-Task in 

Hadoop called as MOMTH [27] was proposed by Nita et al. 

Author performs the scheduling by resources concerning their 

unbiased operations and the processed allocated with the 

time-bounded constraints such as cost and deadline. Tang et 

al. [28] proposed an algorithm to find out the dual deadline, 

i.e., deadline for map job and the deadline for reducing job.  

Each job finishing time will be equal to the deadline of the 

Reduce job.  Pop et al. [29] proposed a periodic job 

scheduling algorithm because the primary goal of the 

scheduler is based on estimating the number of resources 

needed to schedule a job in the Hadoop cluster. This 

technique used the periodic role and job deadline along with 

the transmitted information among the cluster will use to 

schedule the job. 

 

IV. ARCHITECTURE OF THE PSO-CG JOB 

SCHEDULER 
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PSO-CQ finds the adaptive configuration to process the jobs 

submitted by different users. Each user submitted job are 

stored into the queue  for further processing into the 

DataNode. In Hadoop, there  are twenty two configuration 

parameters available to set the configuration to process the 

jobs in the minimal DataNode. Each DataNode is monitored 

to analyze the performance of DataNode. 

V. PARTICLE SWARM OPTIMIZATION 

In 1995, Keenedy and Eberhart proposed natural inspired 

algorithm [19] called Particle Swarm Optimization (PSO). 

This primary evolution of this algorithm has brought the 

swarm intelligence into the computing.  These PSO 

techniques have proven several time that to solve a different 

range of optimization issues containing training of the 

artificial neural network [18] and minimizing the function 

when compared to other algorithms like Genetic Algorithm, 

Ant Colony Optimization(ACO) [20]. In a standard PSO 

structure, the position of the particle is portrayed by the vector 

called as X. The velocity of the vector is denoted as V. The 

initial population of the optimization explorations start from 

side to side of a multi-dimensional solution space. The 

position of each particle will be persistently adjusted by 

concerning the previously learned knowledge and other 

particles in the same population. These particles progressed  

concurrence with the formula below Equation[1-2]. 

-- (1) 

  -- (2) 

Acceleration constant is represented as c1 and c2. Two 

different random number which  range from 0 to 1 are 

represented as r1 and r2. In equation 1 there are three different 

parts. First one represents the inertia of the previous velocity, 

the second one denotes the “cognition,” which has private 

knowledge of its own. The final one is “social,” which denotes 

cooperation among the aggregate particles. 

If the summation of the speeding up leads to the velocity vi to 

overdo vmax,d in that dimension. In this case, the vi is bounded 

to vmin,d ,and vmax,d. This province ranges from the current 

position to the objective position where exploration would 

take place. 

Since 1995, in the areas of scheduling and continuous 

problems, the PSO has proven several times that delivered 

better result in discrete space [18]. There will be a direct 

correlation between the element vector and optimization path 

which will exist whenever the PSO technique in the discrete 

problem is deployed. The same PSO technique also modified 

the velocity and particle position for the centralized queue in 

the YARN job scheduling in the following section. 

VI. SCHEDULING USING PSO 

The proven accomplishments of the PSO algorithm in discrete 

space and optimizing the scheduling problem, has led us to 

propose  PSO-Central Queue algorithm as shown in Figure 6.  

In this example we illustrated how the PSO particles are 

mapped into the resources and then how these scheduled. The 

objective is to minimize the configuration changes in the 

nodes and minimizing the execution time. Let's assume that 

there will be X tasks and we plan to distribute them among the 

Y nodes for processing then PSO particles can be represented 

as [X  Y] matrix. In this situation, Y is the number of available 

nodes at scheduling time t and X is number of jobs. Position 

vector of each PSO particle is denoted by either 0 or 1 and 

each vector of position in the matrix will be one with 

remaining elements as 0. The sample matrix is shown below. 

 

  JOB 

  1 2 3 4 5 6 7 8 9 10 

N
O

D
E

 

I 1 0 0 1 0 0 0 1 0 0 

II 0 1 1 0 0 0 0 0 0 0 

III 0 0 0 0 1 0 1 0 0 0 

IV 0 0 0 0 0 1 0 0 1 1 

Figure 7: Ten independent jobs and four different nodes 

 

In the matrix as shown in the figure 7, it represent that each 

column and every element depicts the machine that executes 

the task. The second condition ensures that each task should 

be executed only on one machine. For example in the above 

position vector, task1 is executed on machine 1, task2 is 

executed on machine 3, task3 on machine 1 and so on. 

The proposed particle swarm optimization centralized 

queuing (PSO-CG) algorithm can be summarized as follows: 

1. The preliminary population of the scheduling is listed by 

the topology sort and the random values are initialized.  

2. Each job in the list is initialized. 

 

Figure 5: PSO based centralized job queue for YARN in 

Hadoop cluster 
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3. Each job is optimized based on the current Pid and Pgd.  

This step begins with calculating the fitness value of each job  

based on the configuration. 

4. If the fitness value is best as compared to the previous 

value, then the present value will be updated in the local best 

called Pid.  

 -- (3) 

5. These steps will be repeated for all the queued job in the 

list.  

6. Among the best local fit values, the best global value is 

derived.  

7. This global value is represented as Pgd. 

8. This Pid is kept in the resource manager,and this will be the 

default configuration for all the name nodes.  

9. The Pid denotes the local best configuration for that 

particular name node. 

10. Pid and Pgd are updated as new configuration arrives. 

 

VII. EXPERIMENTAL RESULTS 

 

The deployment of the Apache Hadoop distributed 

framework is stress-free because it is designed for all kind of 

hardware and developed using the java which is most reliable 

in all common hardware ranging from small level to 

significant level of the dataset. The critical feature of java is 

it's platform independency as it allows the same features to be 

enabled to Hadoop and to be installed in any operating system 

like MAC, Linux, Windows and even more. In this 

experimental setup, we have installed the Hadoop in the 

Ubuntu operating system in four different systems to evaluate 

the real-time performance of the scheduler. This arrangement 

contains three numbers of slave machines and one master 

machine. These machines are connected in the same network 

via a network switch. The configuration is as shown in Figure 

8 and the configuration of this machine is as follows: 

 Operating system: Ubuntu OS 18.04 

 64 bit  I7 processor 

 RAM: 8 GB 

 1-TB HDD 

As we have elaborated our experimental scenario that consists 

of four machines in the ratio of 1 master and three slave setup. 

All these machines are connected via one GBPS Ethernet 

connection. The Job tracer and Name Node are executing the 

master node side, also the Task tracking and Data node are 

being executed in the slave node side. 

Ubuntu and Open JDK were installed in these nodes. The 

Apache Hadoop is the common execution platform for these 

nodes. T able 1 presented the Hadoop configuration 

parameters. 

Table 1: Hadoop Configuration 

Constraints Value 

HDFS block size 64 MB 

Speculative execution Enabled 

Heartbeat interval 3 S 

No of map tasks per Node 2 

No of reduce tasks per Node 1 

Replication Factor 2 

 

The Grep and Wordcount applications were used to evaluate 

the performance of the proposed job scheduler. In common 

these two applications are considered as the benchmark in 

measuring the MapReduce jobs. In this scenario, different 

size of datasets were given to  Grep and WordCount  

application. The role of these applications is reading the text 

files and total the number of words in that particular files. In 

this experiment, we have used three different sizes of text files 

such as 818.5 MB, 1.2 GB and 2.4 GB. These size difference 

will help in evaluating the performance of these different job 

schedulers. The evaluation of the scheduler’s performance is 

determined using the following factors. 

a. CPU time 

The standard method to determine the CPU time is the actual 

time taken by the CPU to process the set of instructions. 

Figure 8 presents the CPU time of PSO-CQ scheduling 

algorithm, and the same has been compared with  various 

other job scheduling algorithms. 

PSO-CQ uses the optimized configuration in the data node 

and schedules these job based on the existing configurations 

that results in less CPU time when compared to the other job 

schedulers such as YAQ-C, FAIR and Capacity. The 

experimental values are shown in Table 2 and Table 3 show 

the comparison CPU time of the Wordcount application and 

Grep application respectively the PSO-CQ and other 

scheduling algorithms.  from the Graph[1-3] represent the  

PSO-CQ cpu time is very  lesser than other schedulers  and 

data  processing. 
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b. Data processing per second 

The entire input has been separated into the small chunks and 

the speed of the system will be determined by some chunks at 

the moment. This result will be obtained from the job trackers 

in the Hadoop framework. The web interface allows  to 

monitor this processing information. The performance of .the 

job schedulers is measured using  various volume of the data. 

Table 2: CPU Time word count jobs for different data 

sizes 

 

Size/Schedulers Yaq-C FAIR Capacity PSO-CQ  

 818.5 MB 55.2 44.8 68 41.3 

 1.2 GB 58.4 52 73.6 48.68 

 2.4 GB 127.2 97.6 114.4 93.9 

  

  Table  4 and Table 5 elaborate about PSO-CQ taking very 

less time to process data when compared to other scheduling 

algorithms. The primary cause for this improvement in the 

proposed method is due to the less time taken for the 

configuration changes. This directly results in reducing the 

process waiting time. 

Table 3: Data processing (in MB/Sec) 

Size/Schedulers Yaq-C FAIR Capacity PSO-CQ 

818.5 MB 2.57 2.52 2.59 2.15 

1.2 GB 2.48 2.55 2.25 2.24 

2.4 GB 2.48 2.5 2.49 2.19 

 

 

 

VIII. CONCLUSION 

This paper summarizes the various challenges in  designing of 

job scheduler and discusses different exiting job schedulers in 

YARN Viz., YAQ-C, FAIR and Capacity Scheduler.  

This paper proposed PSO based central queuing job 

scheduling which updates the job scheduling based on the 

currently available jobs and finds the local optimum 

configuration for each data node. The global optimum 

configuration is set in the resource manager based on the local 

optimum. The performance of the proposed PSO-CQ was 

implemented and the experimental results were compared 

with  other job schedulers like YAQ-C, fair and capacity 

scheduler. The performance of  PSO-CQ regarding it’s CPU 

time and  data processing per sec clearly shows that the 

proposed PSO-CQ provides optimized resource utilization, 

speeds-up the execution and provides more efficient and 

dynamic execution of jobs among the Hadoop cluster. In 

future, this configuration optimization can be enhanced by 

deciding the changes using the deep neural networks.  
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