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 

Abstract: Several load balancing algorithms available to 

balance load in cloud data centers along with various service 

broker policies to select data centers based on the origin of user 

request. The user response time and data center request servicing 

time are important metrics to analyze the performance of cloud 

from the user perspective. We investigate the performance of 

Round Robin, and throttle based load balancing algorithms along 

with service broker policies such as closest data center and 

optimize response time with different user grouping factor in 

cloud environment. i.e., when the user grouping factor is set as 

100 and 500.   We present the results of simulation with various 

configurations as mentioned above, performed in CloudAnalyst, 

an open source tool. The results obtained would help the 

researchers, academicians, industrialist and cloud Vendors to 

effectively design their applications that might be deployed in 

cloud. 

 

Index Terms: Round Robin, Data Centers, Virtual Machines, 

Load Balancing, Cloud Computing  

I. INTRODUCTION 

A set of load balancing algorithms exist in the literature to 

balance load in cloud data centers [15]. Round Robin load 

balancing, Throttled load balancing and eaually spread 

current execution are some of the popular algorithms. A set of 

service brokering policies are also available to select a 

particular data center based on the location of user request.  

The performance of these algorithms and policies differ in 

situations where the parameters such as bandwidth and device 

characteristics differ largely and moreover when the user 

request grouping factor is varied. We consider two different 

user grouping factor such as 500 and 1000 to observe the 

performance of the existing load balancing and service broker 
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policies. The basic constituting components of computing 

such as platform, infrastructure, hardware and software are 

provided as service by the cloud vendors [15]. We evaluate 

the performance of well-known load balancing algorithms 

such as Round Robin, ESCE and Throttled (TLB) along with 

various service broker policies such as closest data center, 

optimize response time and dynamically reconfigure with 

homogeneous cloud setup.  The rest of the paper is organized 

below. Section II presents the literature review on the existing 

methodologies and survey performed by various researchers 

in the literature. Section III presents the configuration 

scenario. Section IV presents the simulation results and 

interpretations. Section V concludes the paper with future 

works.  

II. LITERATURE SURVEY 

Considering the computing capacity of the servers the 

workload are assigned to servers in a model named CLB( 

Cloud Load Balancing) [1]. The proposed work ensures 

evenly distribution of tasks to all servers.  A comprehensive 

analysis has been made by [2] on various load balancing 

techniques for Cloud.   A suit of load balancing approaches 

has been proposed by [3] which ensures the improved metrics 

on system performance. An increase around 14% in energy 

consumption is obtained by the approach proposed by [4].  A 

QoS based approach has been proposed by [5].  Load 

balancing for systems which handles massive data has been 

proposed by [6]. The authors in [7] proposed artificial bee 

based algorithm for load balancing in cloud computing. The 

authors in [8][11][12] proposed algorithms to minimize the 

response time and access time in cloud based on the QoS 

parameters of the user. The source code of the simulator used 

in this paper can be obtained from the online sources as 

mentioned in [9] [10]. The authors in [13][14] discusses about 

various simulation environment available for cloud 

computing and also discusses the execution of load balancing 

algorithm in it.  

 

III CLOUD COMPUTING ARCHITECUTRE AND 

LOAD BALANCING 

Software as a 

Service [SaaS] 

Multimedia 

Applications and 

Web services 

Google App 

and Facebook 
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Platform as a 

Service [PaaS] 

Software Tools Microsoft 

Azure 

Infrastructure as 

a Service [IaaS] 

Infrastructure 

and Hardware 

(CPU, Memory 

and Bandwidth) 

Amazon EC2, 

Data centers 

Table I: Cloud Computing Architecture [15] 

Based on the access to the cloud it can be categorized into 

public and private. Private cloud mostly behaves as a private 

network owned by an organization. It offers more security but 

restricted to the users of the organization only. In contrast, 

public cloud is open to users who can have access to it. But 

lack of security exist in public cloud compared to the private 

cloud. Cloud vendors offers various services such as Platform 

as a service, infrastructure as a service and software as a 

service. The cloud users can avail the services through 

internet. Selection of data centers are performed by service 

broker policies that selects a data center based on a policy 

such as closest one. Load balancing algorithms are used to 

select virtual machines based on the policy to allocate task on 

it. [15] 

 

IV ANALYZING THE PERFORMANCE OF RR AND 

TLB LOAD BALANCING ALGORITHMS WITH CDC 

AND ORT  SERVICE BROKER POLICIES WITH 

DIFFERENT USER GROUPING FACTOR. 

 

A. SIMULATION CONFIGURATION  

Table II shows the settings of bandwidth between different 

regions in Cloud. The bandwidth is varied between 500 Mbps 

to 2500 Mbps. Table III shows the configuration of physical 

hosts in data center. The virtual machine configuration is set 

as shown in Table IV .Various attributes of physical hosts 

such as memory , storage, bandwidth , processor count and 

processor speed are set as shown in the Table III.  

 

Regio
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Regio
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0 1 2 3 4 5 

0 2000 1000 1000 1000 1000 1000 

1 1000 800 1000 1000 1000 1000 

2 1000 1000 2500 1000 1000 1000 

3 1000 1000 1000 1500 1000 1000 

4 1000 1000 1000 1000 500 1000 

5 1000 1000 1000 1000 1000 2000 

Table II: Bandwidth Configuration between 

various Regions 
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Table III: Host Configuration for Virtual Machines  

in Data Center 

 

Table IV: Data Center Configuration 

 
 Fig.1: Placement of Data Centers and User Base in 

 Cloud Analyst Simulation Tool 
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B. RESULTS AND DISCUSSION 

Table V shows the overall summary of simulation done using 

Round Robin load balancing algorithm with closest data 

center as service broker policy. The user grouping factor is set 

to 100. The overall user response time is obtained as 211.29 

ms. The data center processing time is 11.09ms.    

 
Table  V : Simulation Result of RR with CDC (Grouping 

Factor=100)  

The individual user base (UB1, UB2..UB6)  response time is 

shown in the Table VI with average, minimum and maximum 

values.  

 

 
Table  VI : Average Response Time in RR with CDC 

(Grouping Factor=100) 

The individual data center request servicing time  (DC1, 

DC2…DC5)  response time is shown in the  

Table VII with average, minimum and maximum values.  

 

 
Table VII : Data Center Request Processing Time in RR 

with CDC (Grouping Factor=100) 

Table VIII shows the overall summary of simulation done 

using Round Robin load balancing algorithm with closest data 

center as service broker policy. The user grouping factor is set 

to 500. The overall user response time is obtained as 207.85 

ms. The data center processing time is 9.14ms.  

       

 
 

Table  VIII : Simulation Result of RR with CDC 

(Grouping Factor=500)  

The individual user base (UB1, UB2..UB6)  response time is 

shown in the Table IX with average, minimum and maximum 

values 

 
Table  IX : Average Response Time in RR with CDC 

(Grouping Factor=500) 

The individual data center request servicing time  (DC1, 

DC2…DC5)  response time is shown in the Table X with 

average, minimum and maximum values 

   

 
Table X : Data Center Request Processing Time in RR 

with CDC (Grouping Factor=500) 

Table XI shows the overall summary of simulation done using 

Round Robin (RR) load balancing algorithm with optimize 

response time (ORT)  as service broker policy. The user 

grouping factor is set to 100. The overall user response time is 

obtained as 211.29 ms. The data center processing time is 

11.10ms. 

 

       
 

Table  XI : Simulation Result of RR with ORT (Grouping 

Factor=100)  

The individual user base (UB1, UB2..UB6)  response time is 

shown in the Table XII with average, minimum and maximum 

values 

 
Table  XII : Average Response Time in RR with ORT 

(Grouping Factor=100) 
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The individual data center request servicing time  (DC1, 

DC2…DC5)  response time is shown in the Table X with 

average, minimum and maximum values 

 
Table XIII : Data Center Request Processing Time in RR 

with ORT (Grouping Factor=100) 

Table XIV shows the overall summary of simulation done 

using Round Robin (RR) load balancing algorithm with 

optimize response time (ORT)  as service broker policy. The 

user grouping factor is set to 500. The overall user response 

time is obtained as 207.84 ms. The data center processing 

time is 9.16ms 

 
 

Table  XIV : Simulation Result of RR with ORT 

(Grouping Factor=500)  

The individual user base (UB1, UB2..UB6)  response time is 

shown in the Table XV with average, minimum and maximum 

values 

 
Table  XV : Average Response Time in RR with ORT 

(Grouping Factor=500) 

The individual data center request servicing time  (DC1, 

DC2…DC5)  response time is shown in the Table X with 

average, minimum and maximum values 

 
Table XVI : Data Center Request Processing Time in RR 

with ORT (Grouping Factor=500) 

Table XVII shows the overall summary of simulation done 

using  Throttle (TLB) load balancing algorithm with closest 

data center  (CDC)  as service broker policy. The user 

grouping factor is set to 100. The overall user response time is 

obtained as 210.69 ms. The data center processing time is 

9.88ms 

 

 
 

Table  XVII : Simulation Result of TLB with CDC 

(Grouping Factor=100)  

The individual user base (UB1, UB2..UB6)  response time is 

shown in the Table XVIII with average, minimum and 

maximum values 

 

 
Table  XVIII : Average Response Time in TLB with CDC 

(Grouping Factor=100) 

 

The individual data center request servicing time  (DC1, 

DC2…DC5)  response time is shown in the Table XIX with 

average, minimum and maximum values 

 

 
 Table XIX : Data Center Request Processing Time in 

TLB with CDC (Grouping Factor=100) 

Table XX shows the overall summary of simulation done 

using  Throttle (TLB) load balancing algorithm with closest 

data center  (CDC)  as service broker policy. The user 

grouping factor is set to 500. The overall user response time is 

obtained as 208.23 ms. The data center processing time is 

8.86ms 
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Table  XX : Simulation Result of TLB with CDC 

(Grouping Factor=500)  

The individual user base (UB1, UB2..UB6)  response time is 

shown in the Table XXI with average, minimum and 

maximum values 

 
Table  XXI : Average Response Time in TLB with CDC 

(Grouping Factor=500) 

The individual data center request servicing time  (DC1, 

DC2…DC5)  response time is shown in the Table XXII with 

average, minimum and maximum values   

 
Table XXII: Data Center Request Processing Time in 

TLB with CDC (Grouping Factor=500) 

Table XXIII shows the overall summary of simulation done 

using  Throttle (TLB) load balancing algorithm with Optimize 

Response Time   (OTR)  as service broker policy. The user 

grouping factor is set to 100. The overall user response time is 

obtained as 210.68 ms. The data center processing time is 

9.88 ms 

      

 
 

Table XXIII: Simulation Result of TLB with ORT 

(Grouping Factor=100)  

 

The individual user base (UB1, UB2..UB6)  response time is 

shown in the Table XXIV with average, minimum and 

maximum values 

 
Table  XXIV : Average Response Time in TLB with ORT 

(Grouping Factor=100) 

The individual data center request servicing time  (DC1, 

DC2…DC5)  response time is shown in the Table XXV with 

average, minimum and maximum values 

 
Table XXV : Data Center Request Processing Time in 

TLB with ORT (Grouping Factor=100) 

Table XXVI shows the overall summary of simulation done 

using  Throttle (TLB) load balancing algorithm with Optimize 

Response Time   (OTR)  as service broker policy. The user 

grouping factor is set to 500. The overall user response time is 

obtained as 208.23 ms. The data center processing time is 

8.86 ms 

 

 
 

Table  XXVI : Simulation Result of TLB with ORT 

(Grouping Factor=500)  

The individual user base (UB1, UB2..UB6)  response time is 

shown in the Table XXVII with average, minimum and 

maximum values 

 
Table  XXVII : Average Response Time in TLB with ORT 

(Grouping Factor=500) 
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The individual data center request servicing time  (DC1, 

DC2…DC5)  response time is shown in the Table XXVIII 

with average, minimum and maximum values 

 

 
Table XXVIII : Data Center Request Processing Time in 

TLB with ORT (Grouping Factor=500) 

Based on the results obtained through simulation when the 

user base grouping factor is set to 500 ,  Round Robin load 

balancing algorithm with optimize response time as a service 

broker policy produces less user base average response time 

207.84 ms compared to  TLB with other service broker 

policies. when the user base grouping factor is set to 100 , 

Throttle load balancing algorithm with optimize response 

time as a service broker policy produces less user base 

average response time 210.68 ms compared to  RR with other 

service broker policies. when the user base grouping factor is 

set to 500 ,  Throttle load balancing algorithm with optimize 

response time as a service broker policy produces higher user 

base average response time 208.23 ms. when the user base 

grouping factor is set to 100 , Round Robin load balancing 

algorithm with closest data center  as a service broker policy 

produces higher  user base average response time 211.29 ms. 

TLB with OTR produces less data center processing time 

compared to all other algorithms with a values of 8.86 ms 

when the user grouping factor is set to 500. RR with CDC 

produces less data center processing time with a value of 

9.14ms when the user grouping factor is set to 100.  

V. CONCLUSION 

We have investigated the performance of various load 

balancing algorithm for cloud such as Round Robin and 

Throttle based with various service broker policies such as 

closest data center and optimize response time using a 

simulator Cloud Analyst, an open source simulation tool 

available for cloud. The performance of load balancing 

algorithms is tested under various user group factoring values 

such as 500 and 1000. The performance metrics such as  

average user response time and data center request serving 

time obtained through simulation with various combination of 

load balancing algorithms and service broker policies are 

presented in this paper which would help researchers, cloud 

vendors and academicians  to design and configure data 

centers and user bases effectively  
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