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Abstract: Classification is an important and most widely used 

technique in predicting class labels for given unlabelled 

instances. In this field of supervised learning, most standard 

classification algorithms provide better accuracy for balanced 

class distribution. However, in case of sensitive real world 

applications, especially, credit scoring and medical diagnosis 

containing imbalanced class samples, the standard algorithms 

normally produce higher misclassification rate for the minority 

class samples which is the field of interest of the user since, 

collecting the data for minority samples are equally rare and 

costly than majority class samples. This paper introduces an 

improvisation on the random forest algorithm by introducing 

multiple weight based majority voting that suits best for credit 

scoring datasets. The proposed algorithm has been evaluated 

and compared with other variations of random forest methods 

and it is proved that the proposed method improves overall 

performance and accuracy in predicting both majority and 

minority class labels. 

 

 

Index Terms: Credit Scoring; Imbalanced Dataset; 

Classification; Random Forest; Multiple Weight; Majority 

Voting. 

I. INTRODUCTION  

Due to the economic growth and technological 

evolution, the financial institutions allow their costumer in 

large number to invest and borrow for shaping their future. 

To invest or to save money, the customers look for the 

standard capital markets. However, in the case of lending, 

the customers are intensely verified to identify defaulters 

from non-defaulters to avoid credit risks. Normally, credit 

risks are identified based on assigning the score for the 

individual customer and is termed as a credit score. 

Commonly, details about the repayments of debts of a 

customer are stored in the repository for analyzing their 

responsibilities. These details are generally known as credit 

history which is highly significant in calculating credit risk. 
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Credit score, which is calculated based on a customer’s 

past performance and present credit status is an empirical 

factor for financial institutions in sanctioning loans and 

approving credit transactions to avoid a heavy loss. Credit 

scoring has become the topmost evaluation tool in financial 

creditability to assess and decrease the potential credit risk, 

to increase the cash flow rate, and to make predictions and 

decisions [1]. Conversely, the primary challenge in credit 

scoring is classifying the customers as ‘good’ or ‘bad’ and 

to make a decision whether to sanction the loan or not 

based on the trained samples [2]. Thus, it becomes the 

utmost important field of application for data mining, 

machine learning and even operational research [3]. 

The input dataset may be created from available internal 

and many external sources of data. The parameters include 

1) demographic information such as Aadhar ID, age, 

address, time at residence, job address, time at job, postal 

code, etc. 2) existing relationship with bank such as time at 

bank, number and types of accounts, payment routine, 

previous claim, current credit status, and 3) credit bureau 

such as inquiries, trades, delinquency, public records and so 

forth. [4]. The collected input samples are said to be the 

binary class imbalanced dataset, since there are only two 

classes that are either ‘good’ (non-defaulters) or ‘bad’ 

(defaulters) in which the class ‘good’ has majority of 

instances whereas the class ‘bad’ has minimum number of 

instances [5]. Furthermore, in the field of supervised 

learning, the standard algorithms work well and provide 

better prediction accuracy on balanced dataset whereas, in 

case of an imbalance dataset, the algorithms are subjective 

towards the majority class samples which lead to higher 

misclassification rate for the minority class samples [8]. On 

the other hand, the minority class gains maximum 

interestingness to be learned and therefore involves a great 

cost for misclassification. 

However, the standard classifiers achieve a good 

performance accuracy for imbalanced datasets, it may not 

accurate due to the domination of majority class samples. 

Owing to the skewed distribution of classes, though the 

classifier produces 90% of accuracy, the classification may 

not be accurate if the classifier predicts all the instances as 

majority class. This occurs based on the following reasons: 
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• Use of performance metrics that are biased towards 

the majority classes. 

• Predicted classification rules for minority class are 

very small in number and are discarded. 

• Few minority class instances are identified as noise 

and are discarded which even reduces their count. 

Thus the significance of classification techniques for 

imbalanced class is gaining focus due to the sensitives of 

the real world applications such as credit scoring ([15], 

[16]), medical diagnosis ([9], [10]), fraud detection [11], 

face recognition ([12], [14]) and outliers in web contents 

[13].  

In this paper, an improved random forest algorithm using 

multiple weight based majority voting technique (RF – 

MWMV) that improves the accuracy of the classifier for 

imbalanced credit score datasetshave been suggested.The 

proposed method has been analyzed based on the 4 real 

world credit score datasets by varying the imbalanced ratio 

of majority and minority class instances. The proposed 

method is compared with the traditional random forest and 

with weighted random forest algorithms. Based on the 

analysis, it is proved that the proposed method provides 

better accuracy and precision rates.  

The organization of the papers is as follows. Section II 

describes the existing techniques based on the literature 

survey. Section III presents the concept of random forest. 

Section IV explains the proposed random forest with 

multiple weight based majority voting (RF-MWMV) 

technique. The detailed experimental analysis is presented 

in Section V. Finally, Section VI ends with concluding 

remarks.  

II. LITERATURE SURVEY 

Several techniques have been proposed by various 

researchers for classifying instances in the imbalanced 

datasets. Basically, minority classes are the study of interest 

in many imbalanced datasets and unluckily the 

misclassification rate will be high in minority classes due to 

the domination of majority class samples. The imbalanced 

class problem can be handled in two ways, one at the data 

level and then another at the algorithmic level.  

The former method uses various resampling techniques 

in which the main focus is to balance the dataset thereby 

either increasing the minority class distribution by 

replicating the minority class samples or decreasing the 

majority class distribution by eliminating the majority class 

samples. The drawbacks of these methods are that in the 

case of under-sampling, hypothetically useful information 

may get discarded whereas under sampling leads to over 

fitting [18]. The most popular method is the Synthetic 

Minority Over-Sampling Technique (SMOTE) [17]. The 

algorithm generates new instances instead of replicating the 

instances for the minority class. This method avoids over 

fitting but introduces noise. Additionally, replicating or 

generating data for minority class in sensitive applications 

will not provide better predictions. 

The later method introduces new algorithms or modifies 

existing algorithms that better fits the unbalanced dataset 

[19]. Ensemble classifiers are introduced for classification 

that uses several machine learning algorithms for 

categorizing or predicting the instances in imbalanced 

datasets using bagging, boosting and stacking techniques 

[20]. Most of the ensemble classifiers use the same base 

learning algorithm to produce homogeneous ensembles and 

many others employ different learning algorithm to 

generate heterogeneous ensembles.  

Bagging refers to bootstrap aggregation that reduces the 

variance by averaging multiple predictions. The most 

widely used algorithm is Random Forest [21]. Boosting 

techniques boost the weak learners into strong learners by 

applying weights. Adaptive Boosting (Adaboost) is an 

example of boosting techniques [22]. Stacking, also called 

as super learning combines multiple heterogeneous 

classifications using meta-classifier in which the base 

classifiers are trained based on a training set, then the meta-

classifier is trained on the outputs of the base classifiers as 

features [23]. 

III. RANDOM FOREST CLASSIFIER ALGORITHM  

In general, random forest classifier involves building 

multiple random trees, in which each tree in the group is 

built based on the random sample drawn with replacement 

from the training set and predicts each instance from the 

test data. Furthermore, only a random subset of attributes is 

selected for each tree instead of employing all the attributes 

to further randomize the tree. Finally, the algorithm 

predicts the class having the majority votes [25].  

Many researchers proved that the random forest 

outperforms than other ensembles of classifiers such as 

bagging, boosting and Support vector machine (SVM), 

particularly for disease prediction and fraud detection from 

an imbalanced dataset and gains more significance ([26], 

[27]). Reference [28] suggested a weighted vote for tree 

aggregation in which the method uses sensitivity and 

specificity as classification metrics in weight calculation. 

Reference [29] suggested the weighted voting for query 

access detection by applying weight for the trees and then 

embeds with probabilistic classification process for 

predicting the class which will be suitable for balanced 

datasets. The decision mechanism of Random Forests is 

replaced with a consensus decision making [30]. Reference 

[31] introduce class weights in the random forest to address 

the imbalanced problem in medical datasets, by assigning 

individual weights based on Area under the Curve (AuC) 

for each class instead of a single weight. 

All the above methods introduce weighting technique 

that employs a single weight based on classification rate for 

the classifiers. In this proposed method, multiple weights 

are calculated for each classifier and for each class, based 

on various classification metrics that are aggregated to 

predict the instance of the class based on the highest vote. 

This method provides a better solution for the imbalanced 

binary class problem. 

IV. RANDOM FOREST WITH MULTIPLE WEIGHT BASED 

MAJORITY VOTING (RF-MWMV) 

The proposed method introduces multiple weight based 

majority voting for the random forest algorithm (RF-

MWMV) to predict the class label of the test samples. 

Instead of using majority voting and single weighted  
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voting, this method uses multiple weight based on 

classification rates measured for both majority and minority 

class samples using three metrics which are suitable for 

imbalanced datasets such as AuC, Adjusted G-Mean, and 

F- Measure. Finally, the majority voting is applied to 

predict the class labels of the test instances. The procedure 

is depicted as a framework in Fig. 1. 

Initially, the random forest is executed which generates 

the matrix Fij where i represents the test instances ( ) and j 

represents the trees (tj) with a prediction of class labels c 

which takes either majority class label or minority class 

label. The classification rates (weights) of each tree 

represented as AUCt, AGMt and FMt is calculated 

using AuC measure, Adjusted G-Mean and F-Measure.  

 

 

 

 
Fig. 1. Proposed RF-MWMV Framework for Classification of Imbalanced data 

The Area under ROC Curve is calculated for all the tree 

classifiers in the forest using the formula given in Equation 

(1). 

 

The metric Adjusted G-Mean [32] is calculated for each 

tree in the forest as given in Equation (2). 

 

where,   

 

The most commonly used evaluation metric F-measure 

is calculated for each tree as represented in Equation (3). 

 

After the calculation of weights for each tree in the 

forest using the above three metrics, a class score of each 

class is calculated as in Equation (4) based on the 

predictions made by the trees for each instance  in the test 

samples where i takes the values 1,2,3. 

 

where Binary Prediction Score (BPS) for each class 

based on the predictions made by the tree classifiers is 

calculated  [28] as in Equation (5) 
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In this stage, the prediction of the class label is made 

based on the highest score the class has gained for each 

performance metrics. Finally, the class labels are predicted 

based on the majority voting of each metrics as in Equation 

(6). 

 

where,  

The algorithm for the proposed RF-MW MV is given in 

Fig. 2. 

 

Algorithm: Pseudocode for RF-MWMV  

Input: Set of trees t from Random Forest RF, instance x to 

classify, predicted class label p for the instance x 

Output: Predicted Class PC for the given instance x 

 

Function RF_MWMV (RF, x, p) 

Begin 

     For each tree classifiers t from RF 

     //Calculate the classification rate using performance   

metrics suitable for imbalanced class  

     Weight1(t) = Area under ROC Curve(t) 

     Weight2(t) = Adjusted Geometric Mean(t) 

     Weight3(t) = F-Measure(t) 

     End For 

     For each class label c in the dataset 

          For each tree classifier t from RF 

             //Calculate the Binary Prediction Score for each tree 

t and class c 

           If (predicted class label p == the chosen class label c)  

              BPSc,t = 1 

           Else 

              BPSc,t = 0 

           End If 

           For each weight i used in calculating performance 

metrics  

            //Calculate the Class Score for each tree t and class c 

              CSc,i = ∑t BPSc,t * Weighti 

           End For         

          End For 

          For each weight i used in calculating performance 

metrics 

             //Identify the class having maximum score for each 

performance metrics 

              Cwi = Arg Max (CSc,i) 

              //Identify the class having majority votes with 

respect to the three performance metrics  

              PC = mode(Cwi) 

           End For 

     End For 

     Return Predicted Class PC 

End Function 

 
 
Fig. 2.  Pseudocode for Random Forests with Multiple Weight based 

Majority Voting 

 

V. EXPERIMENTAL ANALYSIS  

Any research is valid only if it proved to be efficient and 

produces good results when compared with existing 

techniques. The experimental analysis has been carried out to 

analyze the performance of the proposed model. The datasets 

used for the experimental analysis are described in Table I 

and are publically available at UCI [6] and KEEL repository 

[7]. 

Though there are several performance measures available 

to evaluate the classification algorithm, generally, accuracy 

is considered as the traditional measure to calculate the 

classification rate. This may not be a good measure in the 

case of an imbalanced class problem as it does not 

distinguish the correctly classified samples for both majority 

and minority classes. The metrics have to be chosen in such a 

way that it should make class distribution into consideration. 

Reference [8] suggest several metrics such as Area under the 

ROC Curve (AuC), Geometric Mean of the true rates, F-

measure, Adjusted G-mean, Dominance, and Index of 

Balanced Accuracy. As the misclassification of minority 

class label is considered as the concept of interest in any field 

of classification containing imbalanced binary class 

distribution, many classifier algorithms classify the minority 

class label incorrectly than that of the majority class label. 

The proposed algorithm RF – MWMV is compared with 

existing random forest algorithm (RF) [25] and single 

weighed random forest algorithm (WRF) [28] using several 

performance metrics [24]. Table II depicts the performance 

evaluation of the proposed and existing algorithms for all the 

dataset listed in Table I. The performance metrics that are 

suitable for imbalanced datasets are considered for the 

assessment of the algorithms [8].  

From Table II, the proposed method improves the 

classification accuracy and other measures than the existing 

algorithms for all the four datasets. The overall classification 

rate of the majority class in all the experiments made using 

RF, WRF, and RF-MWMV are 85.1%, 85.53%, and 85.92% 

respectively, whereas, the classification rate of the minority 

class using RF, WRF and RF-MWMV are 77.37%, 78.55% 

and 79.29% respectively. The graph for the experimental 

result is depicted in Fig.3. Performance for Australian Credit 

Dataset, German Credit Dataset, Japanese Credit Dataset and 

HMEQ Dataset are shown in (a), (b), (c) and (d) of Fig.3.  

As the imbalanced dataset has the larger proportion of 

majority class instance than the minority class instance, the 

experimental analysis has been made by varying the 

imbalance ratio for Australian and German credit dataset. 
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TABLE I. DATASET DESCRIPTION 

Name of the Dataset 
No. of 

Attributes 

No. of 

Features 

Selected 

Total 

Instances 

No. of Majority Class 

Instances 

No. of Minority Class 

Instances 

Australian Credit Dataset 14 12 690 383 307 

German Credit Dataset 20 16 1000 700 300 

Japanese Credit Approval 15 13 690 383 307 

HMEQ 12 10 5960 4771 1189 

TABLE II. COMPARISON OF ALGORITHMS USING STATISTICAL MEASURE 

Algorithms 
Accuracy  

(in %) 

Sensitivity  

(in %) 

Specificity  

(in %) 

Precision  

(in %) 

F-measure  

(in %) 

AuC  

(in %) 

G-Mean  

(in %) 

AGM  

(in %) 

Australian Credit Dataset 

RF 88.12 88.12 87.78 88.12 88.12 87.95 88.33 87.79 

WRF 88.70 88.70 88.38 88.70 88.70 88.54 88.90 88.38 

RF – MWMV 89.13 89.13 88.84 89.13 89.13 88.99 89.31 88.84 

German Credit Dataset 

RF 77.10 75.94 71.52 77.10 75.47 73.73 74.76 71.54 

WRF 77.80 76.80 73.09 77.80 76.16 74.95 75.83 73.11 

RF – MWMV 78.30 77.40 74.03 78.30 76.72 75.71 76.52 74.05 

Japanese Credit Dataset 

RF 86.09 86.07 85.87 86.09 86.07 85.97 86.19 85.87 

WRF 86.81 86.80 86.59 86.81 86.80 86.70 86.92 86.59 

RF – MWMV 87.39 87.38 87.19 87.39 87.38 87.28 87.49 87.19 

HMEQ Dataset 

RF 88.07 89.27 95.53 88.07 86.05 92.40 91.46 95.52 

WRF 88.17 89.38 95.72 88.17 86.18 92.55 91.60 95.71 

RF – MWMV 88.22 89.45 95.89 88.22 86.25 92.67 91.70 95.88 

  
(a) Performanace for Australian Credit Dataset (b) Performnace for German Credit Dataset 

  
(c) Performnace for Japanese Credit Dataset (d) Performnace for HMEQ Dataset 

Fig.3. Comparison of the algorithms using various datasets
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The imbalance ratio (IR) is described as the ratio of the 

number of minority class instances to the number of majority  

 

 

class instances. For the imbalance ratio 1:2, the  

 

 

imbalanced percentage is 50% which implies for 383 

instances of the majority class, 192 instances of minority 

class (represented as Min-Class Instance Count) are 

considered under Australian dataset for the study. The 

detailed analysis has been shown in Table III for the 

proposed and existing algorithms by varying the imbalance 

ratio {1:2, 1:3, 1:4, 1:5, 1:6, 1:7, 1:8, 1:9, 1:10, 1:11, 1:12} 

with minority class instances of Australian credit dataset. In 

Table III, 11 experiments by varying the IR for Australian 

dataset has been made, out of which the proposed method 

provides higher accuracy rate than the traditional random 

forest (RF) for all the cases and better classification accuracy 

than single weighted random forest (WRF) for 9 cases. The 

highest classification accuracy values and other values are 

given in bold style. 
 

TABLE III. COMPARISON OF ALGORITHMS WITH DIFFERENT IR FOR AUSTRALIAN DATASET 

Algorithms 
Accuracy  

(in %) 

Sensitivity  

(in %) 

Specificity  

(in %) 

Precision  

(in %) 

F-measure  

(in %) 

AuC 

(in %) 

G-Mean  

(in %) 

AGM  

(in %) 

Imbalanced Ratio: 1:2        Imbalanced Percentage: 50%      Min-Class Instance Count :192 

RF 88.00 87.93 85.42 88.00 87.96 86.68 87.47 85.43 

WRF 88.70 88.63 86.30 88.70 88.66 87.47 88.21 86.32 

RF – MWMV 89.74 89.69 87.63 89.74 89.70 88.66 89.31 87.64 

Imbalanced Ratio: 1:3          Imbalanced Percentage: 33%       Min-Class Instance Count :128 

RF 88.65 88.35 83.62 88.65 88.39 85.99 86.79 83.66 

WRF 89.24 88.98 84.53 89.24 89.01 86.75 87.51 84.56 

RF – MWMV 89.82 89.61 85.05 89.82 89.65 87.33 88.11 85.08 

Imbalanced Ratio : 1:4      Imbalanced Percentage : 25%       Min-Class Instance Count :96 

RF 90.81 90.49 83.91 90.81 90.54 87.20 87.96 83.97 

WRF 91.02 90.72 84.13 91.02 90.77 87.43 88.19 84.19 

RF – MWMV 91.65 91.40 85.35 91.65 91.44 88.38 89.08 85.41 

Imbalanced Ratio : 1:5      Imbalanced Percentage : 20%       Min-Class Instance Count :77 

RF 90.87 90.45 79.64 90.87 90.55 85.04 85.89 79.75 

WRF 91.09 90.70 79.97 91.09 90.81 85.34 86.18 80.08 

RF – MWMV 91.30 90.91 80.97 91.30 91.00 85.94 86.74 81.07 

Imbalanced Ratio : 1:6     Imbalanced Percentage : 17%       Min-Class Instance Count :64 

RF 91.28 90.72 77.22 91.28 90.85 83.97 84.73 77.39 

WRF 91.95 91.49 79.36 91.95 91.59 85.42 86.14 79.51 

RF – MWMV 92.84 92.47 82.73 92.84 92.53 87.60 88.23 82.85 

Imbalanced Ratio : 1:7       Imbalanced Percentage : 14%       Min-Class Instance Count :55 

RF 92.24 91.65 77.91 92.24 91.74 84.78 85.40 78.12 

WRF 92.47 91.90 79.57 92.47 91.94 85.73 86.33 79.76 

RF – MWMV 92.69 92.18 80.08 92.69 92.23 86.13 86.72 80.26 

Imbalanced Ratio : 1:8       Imbalanced Percentage : 13%       Min-Class Instance Count :48 

RF 92.58 91.87 77.11 92.58 91.91 84.49 85.00 77.38 

WRF 93.27 92.73 80.53 93.27 92.71 86.63 87.12 80.75 

RF – MWMV 93.50 93.01 81.12 93.50 93.01 87.06 87.55 81.32 

Imbalanced Ratio : 1:9      Imbalanced Percentage : 11%       Min-Class Instance Count :43 

RF 92.25 91.24 73.12 92.25 91.25 82.18 82.57 73.55 

WRF 93.19 92.50 78.67 93.19 92.43 85.59 86.01 78.98 

RF – MWMV 93.19 92.50 78.67 93.19 92.43 85.59 86.01 78.98 

Imbalanced Ratio : 1:10       Imbalanced Percentage : 10%       Min-Class Instance Count :38 

RF 93.35 92.52 74.69 93.35 92.53 83.61 83.91 75.13 

WRF 94.06 93.47 79.77 94.06 93.39 86.62 86.97 80.10 

RF – MWMV 94.54 94.06 81.39 94.54 94.02 87.73 88.08 81.68 

Imbalanced Ratio : 1:11       Imbalanced Percentage : 9%       Min-Class Instance Count :35 

RF 93.78 92.97 75.45 93.78 92.92 84.21 84.46 75.94 

WRF 94.26 93.62 77.78 94.26 93.59 85.70 85.98 78.19 

RF – MWMV 94.50 93.93 78.80 94.50 93.92 86.36 86.66 79.17 

Imbalanced Ratio : 1:12       Imbalanced Percentage : 8%       Min-Class Instance Count :32 

RF 93.49 92.35 68.81 93.49 92.39 80.58 80.54 69.62 

WRF 93.98 93.10 74.98 93.98 92.95 84.04 84.22 75.61 

RF – MWMV 93.98 93.10 74.98 93.98 92.95 84.04 84.22 75.61 

 

Correspondingly, the analysis has been made with the 

German credit dataset for the proposed and existing 

algorithms by varying the imbalance ratio (1:3, 1:4, 1:5, 1:6, 

1:7, 1:8, 1:9, 1:10, 1:11, 1:12} with minority class instances. 

The details are presented in Table IV. 
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TABLE IV. COMPARISON OF ALGORITHMS WITH DIFFERENT IR FOR AUSTRALIAN DATASET

Algorithms 
Accuracy (in 

%) 

Sensitivity (in 

%) 

Specificity (in 

%) 

Precision (in 

%) 

F-measure (in 

%) 

AuC  

(in %) 

G-Mean (in 

%) 

AGM (in 

%) 

 Imbalanced Ratio: 1:3       Imbalanced Percentage: 33%       Min-Class Instance Count :233 

RF 77.71 75.35 67.60 77.71 73.85 71.48 72.65 67.68 

WRF 78.14 76.04 69.07 78.14 74.43 72.56 73.64 69.14 

RF – MWMV 78.67 76.92 71.02 78.67 75.10 73.97 74.92 71.08 

Imbalanced Ratio : 1:4       Imbalanced Percentage : 25%       Min-Class Instance Count :175 

RF 81.37 78.72 68.43 81.37 76.34 73.58 74.60 68.62 

WRF 81.71 79.56 71.11 81.71 76.84 75.33 76.23 71.26 

RF – MWMV 82.06 80.36 73.66 82.06 77.34 77.01 77.76 73.78 

Imbalanced Ratio : 1:5      Imbalanced Percentage : 20%       Min-Class Instance Count :140 

RF 84.64 83.41 77.64 84.64 79.57 80.53 81.04 77.82 

WRF 84.88 83.93 79.40 84.88 80.04 81.66 82.08 79.53 

RF – MWMV 85.12 84.76 83.04 85.12 80.35 83.90 84.07 83.09 

Imbalanced Ratio : 1:6       Imbalanced Percentage : 17%       Min-Class Instance Count :117 

RF 86.05 83.46 69.47 86.05 80.57 76.46 77.19 70.39 

WRF 86.29 84.51 74.70 86.29 81.10 79.60 80.22 75.24 

RF – MWMV 86.54 85.29 78.32 86.54 81.62 81.81 82.29 78.66 

Imbalanced Ratio : 1:7       Imbalanced Percentage : 14%       Min-Class Instance Count :100 

RF 88.00 87.45 83.92 88.00 83.06 85.68 85.92 84.25 

WRF 88.38 88.43 88.82 88.38 83.88 88.63 88.60 88.80 

RF – MWMV 88.63 88.88 90.62 88.63 84.40 89.75 89.62 90.52 

Imbalanced Ratio : 1:8       Imbalanced Percentage : 13%       Min-Class Instance Count :88 

RF 88.96 85.66 60.73 88.96 84.55 73.19 73.37 62.55 

WRF 89.47 87.81 74.62 89.47 85.65 81.22 81.70 75.29 

RF – MWMV 89.72 88.48 78.38 89.72 86.17 83.43 83.87 78.82 

Imbalanced Ratio : 1:9       Imbalanced Percentage : 11%       Min-Class Instance Count :78 

RF 89.85 85.52 47.61 89.85 85.85 66.56 65.22 50.16 

WRF 90.23 87.71 65.31 90.23 86.49 76.51 76.72 66.75 

RF – MWMV 90.62 89.05 74.55 90.62 87.30 81.80 82.20 75.26 

Imbalanced Ratio : 1:10       Imbalanced Percentage : 10%       Min-Class Instance Count :70 

RF 90.91 87.38 53.74 90.91 87.06 70.56 69.75 57.37 

WRF 91.30 89.66 73.25 91.30 87.93 81.45 81.77 74.44 

RF – MWMV 91.17 89.12 68.91 91.17 87.64 79.01 79.23 70.56 

Imbalanced Ratio : 1:11       Imbalanced Percentage : 9%       Min-Class Instance Count :64 

RF 91.88 92.55 99.32 91.88 88.25 95.93 95.55 97.95 

WRF 92.02 92.66 99.33 92.02 88.55 95.99 95.61 98.32 

RF – MWMV 92.15 92.77 99.34 92.15 88.84 96.05 95.68 98.54 

Imbalanced Ratio : 1:12       Imbalanced Percentage : 8%       Min-Class Instance Count :58 

RF 92.48 93.05 99.42 92.48 88.99 96.24 95.91 97.52 

WRF 92.74 93.27 99.44 92.74 89.61 96.36 96.04 98.52 

RF – MWMV 92.74 93.27 99.44 92.74 89.61 96.36 96.04 98.52 

 

For German credit dataset, as the dataset has the minimum 

number of minority class samples, only 10 experimental 

results have been performed by varying the IR out of which 

the proposed method provides a higher accuracy rate than the 

traditional random forest (RF) for all the cases and a better 

classification accuracy than single weighted random forest 

(WRF) for 8 cases. The WRF algorithm produces a better 

result than the proposed for the imbalanced ratio 1:10. 

From the analysis presented in Table III and Table IV, it is 

clear that the proposed algorithm outperforms well than the 

traditional random forest classifier and single weighted 

random forest. When the number of instances of the minority 

class is very low, the proposed algorithm RF – MWMV 

works similar to the WRF. In all other cases, the proposed 

method provides better results. 

 

Also, the details of precision, recall, and f-measure for the 

majority class instances and the minority class instances for 

the conducted experiment have been presented in Table V 

and Table VI for Australian and German dataset respectively. 
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TABLE V. COMPARISON OF PRECISION, RECALL AND F-MEASURE OF MAJORITY AND MINORITY CLASS WITH DFFERENT IR 

FOR AUSTRALIAN DATASET 

Algorithms 

Precision  Recall F-Measure 

Majority Class Minority Class Majority Class Minority Class Majority Class Minority Class 

Imbalanced Ratio: 1:2       Imbalanced Percentage: 50%       Min-Class Instance Count :192 

RF 91.64 80.73 90.46 82.89 91.05 81.79 

WRF 92.17 81.77 90.98 83.96 91.57 82.85 

RF – MWMV 92.95 83.33 91.75 85.56 92.35 84.43 

 Imbalanced Ratio: 1:3       Imbalanced Percentage: 33%       Min-Class Instance Count :128 

RF 94.52 71.09 90.73 81.25 92.58 75.83 

WRF 94.78 72.66 91.21 82.30 92.96 77.18 

RF – MWMV 94.78 75.00 91.90 82.76 93.32 78.69 

Imbalanced Ratio : 1:4       Imbalanced Percentage : 25%       Min-Class Instance Count :96 

RF 96.08 69.79 92.70 81.71 94.36 75.28 

WRF 96.08 70.83 92.93 81.93 94.48 75.98 

RF – MWMV 96.34 72.92 93.42 83.33 94.86 77.78 

Imbalanced Ratio : 1:5      Imbalanced Percentage : 20%       Min-Class Instance Count :77 

RF 96.08 64.94 93.16 76.92 94.60 70.42 

WRF 96.08 66.23 93.40 77.27 94.72 71.33 

RF – MWMV 96.34 66.23 93.42 78.46 94.86 71.83 

Imbalanced Ratio : 1:6       Imbalanced Percentage : 17%       Min-Class Instance Count :64 

RF 96.61 59.38 93.43 74.51 94.99 66.09 

WRF 96.87 62.50 93.92 76.92 95.37 68.97 

RF – MWMV 97.39 65.63 94.43 80.77 95.89 72.41 

Imbalanced Ratio : 1:7       Imbalanced Percentage : 14%       Min-Class Instance Count :55 

RF 97.39 56.36 93.95 75.61 95.64 64.58 

WRF 97.65 56.36 93.97 77.50 95.77 65.26 

RF – MWMV 97.65 58.18 94.21 78.05 95.90 66.67 

Imbalanced Ratio : 1:8       Imbalanced Percentage : 13%       Min-Class Instance Count :48 

RF 97.91 50.00 93.98 75.00 95.91 60.00 

WRF 98.17 54.17 94.47 78.79 96.29 64.20 

RF – MWMV 98.17 56.25 94.71 79.41 96.41 65.85 

Imbalanced Ratio : 1:9       Imbalanced Percentage : 11%       Min-Class Instance Count :43 

RF 98.17 39.53 93.53 70.83 95.80 50.75 

WRF 98.43 46.51 94.25 76.92 96.30 57.97 

RF – MWMV 98.43 46.51 94.25 76.92 96.30 57.97 

Imbalanced Ratio : 1:10       Imbalanced Percentage : 10%       Min-Class Instance Count :38 

RF 98.43 42.11 94.49 72.73 96.42 53.33 

WRF 98.69 47.37 94.97 78.26 96.80 59.02 

RF – MWMV 98.69 52.63 95.45 80.00 97.05 63.49 

Imbalanced Ratio : 1:11       Imbalanced Percentage : 9%       Min-Class Instance Count :35 

RF 98.69 40.00 94.74 73.68 96.68 51.85 

WRF 98.69 45.71 95.21 76.19 96.92 57.14 

RF – MWMV 98.69 48.57 95.45 77.27 97.05 59.65 

Imbalanced Ratio : 1:12       Imbalanced Percentage : 8%       Min-Class Instance Count :32 

RF 98.69 31.25 94.50 66.67 96.55 42.55 

WRF 98.96 34.38 94.75 73.33 96.81 46.81 

RF – MWMV 98.96 34.38 94.75 73.33 96.81 46.81 
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TABLE VI. COMPARISON OF PRECISION, RECALL AND F-MEASURE OF MAJORITY AND MINORITY CLASS WITH DFFERENT IR 

FOR GERMAN DATASET 

Algorithms 
Precision  Recall F-Measure 

Majority Class Minority Class Majority Class Minority Class Majority Class Minority Class 

 Imbalanced Ratio: 1:3       Imbalanced Percentage: 33%       Min-Class Instance Count :233 

RF 95.29 24.89 79.22 63.74 86.51 35.80 

WRF 95.43 26.18 79.52 65.59 86.75 37.42 

RF – MWMV 95.71 27.47 79.86 68.09 87.07 39.14 

Imbalanced Ratio : 1:4       Imbalanced Percentage : 25%       Min-Class Instance Count :175 

RF 98.00 14.86 82.16 65.00 89.38 24.19 

WRF 98.14 16.00 82.37 68.29 89.57 25.93 

RF – MWMV 98.29 17.14 82.59 71.43 89.76 27.65 

Imbalanced Ratio : 1:5      Imbalanced Percentage : 20%       Min-Class Instance Count :140 

RF 99.29 11.43 84.86 76.19 91.51 19.88 

WRF 99.29 12.86 85.07 78.26 91.63 22.09 

RF – MWMV 99.43 13.57 85.19 82.61 91.76 23.31 

Imbalanced Ratio : 1:6       Imbalanced Percentage : 17%       Min-Class Instance Count :117 

RF 99.57 05.13 86.26 66.67 92.44 09.52 

WRF 99.57 06.84 86.48 72.73 92.56 12.50 

RF – MWMV 99.57 08.55 86.69 76.92 92.69 15.38 

Imbalanced Ratio : 1:7       Imbalanced Percentage : 14%       Min-Class Instance Count :100 

RF 99.86 05.00 88.04 83.33 93.57 09.43 

WRF 99.86 08.00 88.37 88.89 93.76 14.68 

RF – MWMV 99.86 10.00 88.59 90.91 93.89 18.02 

Imbalanced Ratio : 1:8       Imbalanced Percentage : 13%       Min-Class Instance Count :88 

RF 99.57 04.55 89.24 57.14 94.13 08.42 

WRF 99.57 09.09 89.70 72.73 94.38 16.16 

RF – MWMV 99.57 11.36 89.94 76.92 94.51 19.80 

Imbalanced Ratio : 1:9       Imbalanced Percentage : 11%       Min-Class Instance Count :78 

RF 99.43 03.85 90.27 42.86 94.63 07.06 

WRF 99.57 06.41 90.52 62.50 94.83 11.63 

RF – MWMV 99.57 10.26 90.87 72.73 95.02 17.98 

Imbalanced Ratio : 1:10       Imbalanced Percentage : 10%       Min-Class Instance Count :70 

RF 99.71 02.86 91.12 50.00 95.23 05.41 

WRF 99.71 07.14 91.48 71.43 95.42 12.99 

RF – MWMV 99.71 05.71 91.36 66.67 95.36 10.53 

Imbalanced Ratio : 1:11       Imbalanced Percentage : 9%       Min-Class Instance Count :64 

RF 100.00 03.13 91.86 100.00 95.76 06.06 

WRF 100.00 04.69 91.98 100.00 95.82 08.96 

RF – MWMV 100.00 06.25 92.11 100.00 95.89 11.76 

Imbalanced Ratio : 1:12       Imbalanced Percentage : 8%       Min-Class Instance Count :58 

RF 100.00 01.72 92.47 100.00 96.09 03.39 

WRF 100.00 05.17 92.72 100.00 96.22 09.84 

RF – MWMV 100.00 05.17 92.72 100.00 96.22 09.84 

 

In Table V for Australian dataset, though the proposed 

method has only less improvement in the precision rate of 

the majority class samples, in case of precision for minority 

class, the proposed method provides a far better result than 

the WRF in 8 cases and better recall and f-measure for 9 

experiments. However, when compared with traditional RF 

method, the proposed method improves the precision, recall, 

and f-measure in all the experiments.  

In Table VI for German dataset, in case of the precision 

rate for minority class, the proposed method provides a better 

result than the WRF in 8 cases and better recall and f-

measure for 9 experiments out of 10 experiments made. 

However, when compared with traditional RF method, the 

proposed method improves the precision, recall and f-

measure in all the experiments. 

From Table V and Table VI, it is clear that the proposed 

method provides better precision, recall and f-measure for 

the minority class instances. It obviously reduces the 

misclassification of minority class instances than the 

majority class instances which is considered as the major 

problem in an imbalanced dataset. The experiment is 

conducted specifically for the credit score dataset. Thus the 

proposed RF – MWMV algorithm provides a better result for 

the credit scoring dataset. 

VI. CONCLUSION 

The paper presents an improved random forest algorithm 

with multiple weight based majority voting has been that 

presented for imbalanced credit score datasets. The 

proposed method is compared with the traditional random 

forest and single weight based random forest classifiers. 

Several investigations have been made by varying the ratio 

of the minority class instances through which it is noted that 

the proposed method works better than the existing  
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methods. The overall classification rate of the majority class 

in all the experiments made using RF, WRF, and RF-

MWMV are 85.1%, 85.53%, and 85.92% respectively, 

whereas, the classification rate of the minority class using 

RF, WRF and RF-MWMV are 77.37%, 78.55%, and 

79.29% respectively.   Thus it is shown that the 

misclassification rate of minority class instances is highly 

reduced using the proposed method. In future, the work can 

be extended to improve other ensemble based classifier that 

better suits the imbalanced dataset.  
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