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Abstract: The traditional healthcare involves clinical diagnosis 

using doctor's expertise and knowledge. It is a challenge to 

provide proper healthcare in rural and remote areas since they 

are more likely to travel a long distance to access specialist 

diagnosis. The number of medical practitioners and facilities are 

low in these areas making it difficult to provide an expert 

diagnosis in a significant time interval. The problem can be 

solved by delivering expert systems to diagnose disease which is 

built using data mining method and fuzzy logic. The decision 

trees are widely used in machine learning to predict results. 

These medical data and expert decision are best represented as 

the fuzzy data set. The fuzzy decision trees treat fuzzy data and 

produce simple decision trees. In this project, we built an expert 

system that diagnoses disease using the random forest algorithm. 

The fuzzy decision trees are used to increase the accuracy of the 

diagnosis system. Thus we use Hybrid Fuzzy Decision tree in 

Random forest algorithm to identify the disease by analyzing the 

medical records of the patient in this paper. 

Keywords: Random Forest, Fuzzy Decision Trees, Health 

Care, Diagnosis System. 

I. INTRODUCTION 

In health science, diagnosing critical diseases requires 

decisions of expert physicians in the field. People living in 

remote areas cannot access these experts immediately. If 

certain conditions are not diagnosed and treated correctly in 

early stages, they become life-threatening. As our world is 

progressing towards using artificial intelligence and 

machine learning, designing an expert system that diagnoses 

the patient's disease has a considerable impact on the health 

service [1]. The expert system is trained by passing a set of 

historic patient information records to the machine learning 

algorithm to diagnose the patient diseases. There are several 

techniques to design an expert system that diagnoses 

diseases, here we are using Hybrid fuzzy decision tree in the 

random forest (HFDTRF) algorithm to solve the problem. 

The fuzzy trees are used in decision making because a 

standard decision tree makes a firm decision from crisp 

dataset while medical data are usually fuzzy [2]-[4]. Thus 

Fuzzy decision trees can handle fuzziness which is very 

joint in real-world information [6]. The study of using fuzzy 

decision trees in the random forest. To classify some 

medical datasets to simplify an intelligent system to 

diagnose the disease by the machine learning algorithm such 

that the result will later be verified by the consultants if 

preferred. There are many machine learning algorithms 
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which are generally used for sorting problematic [8]-[10]. 

By providing comprehensible decision-making rules within 

the medical information record set, decision trees are those 

that manage to administer satisfactory results. The initial 

decision tree algorithmic takes only discrete information as 

input wherever as in the actual web some constant qualities 

exist in most of the datasets [11].  

Thus, some enhancements occur to a transaction with 

infinite data sets. Still, decision trees had problems in 

managing in buzzing information. That is, if there is a lesser 

buzzy in knowledge, that slightly modification attribute 

standards [3]-[5]. The fuzzy decision tree induction 

algorithm is introduced to overcome the above issue in 

applications [13]-[14]. The fuzzy pattern travels on multiple 

paths is defined by cut points of the given problem which 

are in-turn defined by fuzzy membership functions and the 

overlap between them [6]-[7]. The extract information 

within the form of if-then kind of rules using fuzzy decision 

tree [12].These classification guidelines are easy to 

recognize as they are within the manner of human thinking 

and can be easily represented. 

An essential task in any diagnostic system is that the 

method of trying to spot and determine a possible illness and 

accomplishment a decision by this method [14]-[16].To deal 

with misplaced information and through fuzzy details. Must 

also have the transparency of diagnostic information and 

also the capacity to describe results. Persons currently are 

producing a lot of information every single day, so there is a 

requirement to develop such a classifier which may be 

accustomed to classify that recently generated information 

accurately and efficiently[17]-[19]. This expert System 

primary concentrations on using hybrid fuzzy decision trees 

that may deal fuzzy information incorporated in Random 

forest algorithm to provide high-performance results [20]-

[22]. 

In recent years, when the neural network has become 

increasingly popular in classification problems, because of 

its relative simplicity of application and its skills to deliver 

efficient reactions [12]-[14]. In these cases, first decision 

tree algorithms are succeeded to convey any acceptable 

consequences. An associate Systems constructed on this 

method to perform mainly well on any symbolic domains 

like designation. However, this methodology is not actually 

applicable [15]-[19]. Consequent developments of this 

decision tree algorithms could able to deal with numerical 

information, by selecting a split opinion founded on the 

educational examples.  

  

Monitoringand Detecting Disease in Human 

Adults Using Fuzzy Decision Tree and Random 

Forest Algorithm 
R. Dhanalakshimi, C. Geetha, T. Sethukarasi 



 

Monitoringand Detecting Disease in Human Adults Using Fuzzy Decision Tree and Random Forest Algorithm 

94 

Published By: 

Blue Eyes Intelligence Engineering 
& Sciences Publication  Retrieval Number: ES2012017519/19©BEIESP 

However in appropriately, this might decrease the 

accuracy of the classification, particularly for values that are 

near the bounds of the intervals determined through the 

training step. To overwhelm the restrictions of decision 

trees, different approaches that may complement the issues 

are used [20]-[23]. One amongst these methods is provided 

by symbolic logic. The fuzzy rule-based structures, the 

fuzzy instructions are used to deliver simple of accepting, 

and it also can transfer high-level information. Whereas the 

fuzzy groups are combined with fuzzy logic and 

approximate reasoning ways can give the to model fine 

information details within the problem [22]-[24].  

II. LITERATURE SURVEY 

Machine learning algorithms use the classifier system 

which is highly used to help to solve health care problems. 

These are used to assist doctors in identifying and 

forecasting diseases in very initial stages [20]. But, as the 

medical information set is unorganized, heterogeneous with 

high dimensions and noise, it is challenging to extract data 

from medical information records. The idea is to choose an 

appropriate technique after analyzing all the available 

methods. There is a rise in the dependence of using medical 

data for diagnosing a disease. Machine learning algorithms 

provide great assistance in the medical diagnosis, as 

interpreting current medical data is very complex[22]-[23]. 

Machine learning methods may be used for finding big scale 

multipart biological information analysis as these systems 

are very active and low-cost thus can be used in solving 

bioinformatics problems[18]-[19]. 

A.  Support vector Machine technique 

One of the general approaches of the statistical education 

system is SVM, and they are used for classification of 

medical data Widely. The optimal boundary in the SVM 

technique is additionally called hyperplane consists of two 

groups of training vectors which are acquired individually 

on the probabilistic distribution in a path space. The 

hyperplane helps to find the boundary that is most distant 

from the paths nearby the limit in each set. Supporting 

tracks are the route that is placed close to the hyperplane. 

There may well be no separating hyperplane if space is not 

linearly divisible. The kernel purpose is used to solve the 

problematic. The kernel operates considers the connection 

between the information. 

SVM algorithm is an actual numerical learning technique 

that is planned for the organization because of their high 

generality performance. Using the essential possible 

fractions of points of the same category on the identical 

plane with sets of points from one in all either two classes, 

SVM can intuitively find the hyperplane. The risk of 

misclassifying examples of a check the information set is 

reduced by using optimal separating hyperplane (OSH). 

Wisconsin Breast Cancer diagnosis (WBCD) used SVM in 

an exceedingly of investigation on medical diagnosis of 

breast cancer. They mostly reported high classification 

accuracies [25]–[30]. Least square SVM was used by Polat 

and Gunes [26], to produce an efficiency of 99.54%. 

Further, for carcinoma designation, network search and have 

choice SVM model with was proposed [27], [28]. How the 

best kernel parameters are set and how to selectoptimum 

input feature for SVM are the two problems confronted 

using SVM. To worthy analytical and fewer 

computationally intensive model [29]-[33]. To improve 

SVM classification, proper model parameters are added to 

the feature selection. 

 

B.  Evolutionary algorithms 

Optimal solutions in large and complex spaces are found 

using an evolutionary and stochastic technique called a 

Genetic Algorithm (GA). The Genetic Algorithm is 

motivated by natural evolution: The populace of encrypted 

applicant solutions is changed through generation’s 

exploitation genetic-like actions like boundary and mutation. 

The offspring for next generation is created using 

probabilistic filters at each generation. The preliminary 

populace is randomly produced to gain a fitness score. So at 

each generation, an objective function evaluates every 

candidate solution. To interpret the mined data optimally, 

the knowledge representation is set by engineers by using 

evolutionary techniques (presence or absence of disease). 

The important boundaries are optimally feeding to ANFIS 

for brain tumor region. The novel neuron-genetic algorithm 

is used to develop a system which analyzes digital 

mammograms [34]. The genetic algorithm inputs the 

significant features which are extracted by the method to a 

man-made network. This scheme has reached a very fair 

management [35]-[42]. Thalassemia is diagnosed by 

ANN+GP [38], chest pain diagnosis by decision tree +GP 

and abnormalities in the lung are detected using GP+ image 

processing[36],[37].  
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C.  Swarm Intelligence Technique 

Swarm intelligence (SI) could be a procedure intelligence 

method to resolve composite actual-global issues. The 

collective behaviour of persons in a populace interacting 

nearby with each other and in a reorganized control system 

With their environment is studied.  

The SI is inspired by nature, particularly biological 

structures.  

The managers in SI follows precise, simple rules to 

imitate natural system. Though any centralized control 

structure does not regulate the individual agent's behavior.  

Thus the local network to an assured mark allows 

unexpected connections between the mangers that result in 

an "intelligent" world behavior unknown to the separate 

managers. Ant Colony Optimization (ACO), Particle Swarm 

Optimization (PSO) and Artificial Bee Colony (ABC) are 

some of the popular SI algorithms. The feature selection for 

medical diagnosis is optimized using Swarm intelligence 

(SI) algorithms like Particle Swarm Optimization and Ant 

Colony Optimization.  

This can will increase the ordering correctness and 

possesses the development properties required to at least. 

The employed to the implement gene selection. Gene 

expression in information ordering problems [46]-[48]. 

 

D. Random forest technique 

Random forestry algorithm rule is one of the every of the 

simplest among classification algorithms in use. This 

algorithmic rule works by creating many decision trees at 

the coaching period, and it computes the result by predicting 

the category of the given types of separate trees. Every tree 

in the random forest algorithm on the values of an arbitrary 

path which are tested Individually with the identical amount 

rule on all trees of the forest by combining the tree 

predictors.  

The simple standard of the random forest algorithm is that 

an assembly of “weak learners” will be combined along to 

make a "strong learner."  

 
Medical diagnosis is made by researchers using the 

Random forest as a classifier [53]-[55]. The following four 

medical data sets are used by the random forest algorithm to 

obtain optimal results by Ossify [56]. 

E. Decision tree techniques 

The important sorting algorithm is a decision tree. A tree 

is constructed by a divide and conquer strategy which is 

pragmatic by the learning algorithm. Each set of attributes 

gives the sets of instances associated with it. An instance 

which satisfies the given condition of the problem is 

represented as a class of value by the leaf node of the 

decision tree which also contains nodes that represent test 

performed on the attribute values. The outcome can be 

either ‘true' or ‘false.' To find and make the assumption of 

the final class value at the leaf, the nodes are manipulated 

from root node of the tree to leaf node using certain 

predefined rules which are derived from the given path. To 

weed out unnecessary preconditions and duplications in the 

results, the tree is pruned. Recently a lot of resources are 

invested in diagnosing disease and using decision on 

medical classification. Due to its simplicity and 

interpretability, decision trees are popular for data 

classification. [65]- [67].The breast cancer diagnosis has 

been done with using decision trees as a classifier. The 

prediction of breast cancer is made using three types of 

classifier proposed by Azar and El-Metwally [62]. 

 
The three categories are used particular decision tree 

SDT, boosted decision tree (BDT) and decision tree forest. 

They found is a boosted decision tree made improved 

(98.83%) [62]- [65] Than single decision tree (97.07%) 
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The Cerebrovascular disease is predicted with the 

accuracy of 99.59% by Yeh et al. [60] using a decision tree 

model which is considerably better than back propagation 

neural network and Bayesian classifier. 

III. PROPOSED SOLUTION 

In the Hybrid fuzzy decision tree in a random forest 

(HFDTRF) algorithm, the tree is created dynamically with 

the suitable online method. By a substantial modification of 

random forest algorithm where the decision trees are 

replaced with a fuzzy decision tree, HFDTRF is constructed. 

Every tree of HFDTRF is grownup will be explained as 

follows: allow us to study teaching information size 

containing M number of records, where M>>m records are 

bootstrapped from P number of attributes which are tested at 

random with interchange from the unique data. This model 

are used for the coaching set for rising the fuzzy decision 

tree. The most effective splitting on these m attributes is 

employed to splitting the node and if there are M input 

variables, a number m<< M is selected such that at each 

node, m variables are chosen at random out of M. The value 

of m attributes is held continual through HFDTRF forest 

developing.  

The fuzzy decision tree is developed to the most 

significant range potential by the algorithm. By sampling 

interchange member from the training set, a tree forms "in 

bag” dataset.  

It is tested whether the given example information and 

result are appropriately categorized or not by using the out 

of bag mistake. It is done with the assistance of out of bag 

information which usually forms one-third of the “in bag” 

information. 

HFDTRF Algorithm 

Input: Dataset 

Output: Diagnosed disease data 

Step 1: Set Sum of records =m, Sum of attributes =p 

Step 2: Let ‘m' conclude the quantity of attributes at a node 

of a decision tree (p<P) 

Step 3: For every decision tree do 

Select randomly: The subgroup of coaching 

information that characterizes the M records and uses 

the rest of information to measuring mistake of the tree, 

Threshold β for fuzzy decision tree 

The fuzzy decision is generated using the below procedure: 

While there exist candidate nodes DO 

choose one amongst them employing a 

search scheme , make it's sub node, 

Sub-nodes get-together the leaf threshold are leveled as 

leaf-nodes, then the remaining sub-nodes are viewed as 

New candidate nodes and therefore the process is 

continued until the ending measure is met. 

End 

Before coaching the initial information, the α cut is 

typically employed for the preliminary information to cut 

back the fuzziness. 

Step 4: For every node of this tree do 

Select every which way options to see the choice at this 

node. 

Step 5: End for 

Step 6: End for 

Fuzzy Knowledge Representation 

The aim is to capture the physician’s knowledge and 

experience which is stored as fuzzy data sets. Fuzzy 

interpretation is employed to improve an algorithmic 

program that may automatically discovery whether a patient 

has a specific disease by using fuzzy decision trees from a 

set of sample diseases. The defuzzified crisp output is used 

to diagnose illness. 

We study a set of pillnesses C and describe a cooperative set 

of m attribute G related to these illnesses. Usually, we have 

m>>p. Let: 

C={c1,c2,c3…cm} 

G={g1,g2,g3…,gn} 

The fuzzy values are chosen from the set: 

{Very Low, Low, Moderate, High, Very High} 

The set of patient’s indications will be obtained as follows: 

S={<g1,u1>,<g2,u2>,<g3,u3>,…,<gn,un>} 

Where: ui is the fuzzy value allocated to the feature gi when 

Read-through the patient, i=1, …, m. 

 
Shannon Entropy H(S) is used to the quantity of the 

amount of randomness or uncertainty in given finite set S. 

 
It provides information regarding the predictability of a 

particular event. The minor value of Entropy means less 

uncertainty whereas higher costs mean that high uncertainty. 

The effective modify in entropy when deciding a specific 

attribute A for a collection s is given by Data Gain. It is 

additionally referred to as Kullback-Leibler divergence and 

denoted by immune IG(S, A). 

 
The relative modification in entropy concerning the 

independent variables is calculated using DataGain. Where 

IG(S, A) is the information gain by applying feature A.  
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The entire set’s entropy is calculated using Shannon 

Entropy H(S), while the Data Gain measures the Entropy of 

the set after applying the feature A in it for which 

probability of event x is P(x). 

Fuzzy set operations perform an evaluation of rules. The 

processes used for OR and AND are t-conorm and q-norm 

severally. 

Q-norm is assumed as, 

Q (r, s) =min (r, s) or max (0, r+s-1) 

Q-conorm is assumed as 

D (r, s) =max (r, s) or min (1, r+s) 

Finally, defuzzification is through to supply exact output 

consequences. 

Defuzzification: The scheme needs crisp worth for the 

management action. So the fuzzy output must be précised to 

get such worth. 

Let us study a fuzzy set, 

 

 
To obtain a single crisp value for output, the requisite to 

transmute the membership operate D(y) into a real number 

C (D). This alteration is termed the defuzzification method. 

There are varied defuzzification strategies, the most 

generally used one is termed Centre of mass defuzzification 

Hence the above technique is used to supply products for 

the method specifically, 

X*(y1… yn) =C (D) 

Defuzzify the fuzzy set to supply crisp worth. This is 

referred to as “combine-then-defuzzify”. The alpha constant 

is employed to make your mind the fuzziness of the 

divisions within the nodes of the fuzzy tree. The ‘W’ 

provides the mass allocated to every fuzzy input, while delta 

provides actual worth. 

 

IV. PERFORMANCE ANALYSIS 

This section assesses the show of planned algorithm and 

production of the devised algorithm is analyzed with Hybrid 

fuzzy decision tree in a random forest (HFDTRF) 

algorithmic on the constraints of Precision, and Correctness. 

Accuracy is that the magnitude relation of the quantity of 

related records recovered to the whole quantity of related 

and unrelated documents regained within the database. It is 

typically communicated as a ratio. Precision is that the 

percentage of all related and unrelated structures. 

The recall is the ration irrelevant structures besides all 

real geographies. F1 is a harmonic average of accuracy. 

Association between varied constraints among existing and 

planned technique. The original random forest produces 

74.12% accuracy. While the fuzzy decision trees produce an 

efficiency of 69.39 %. Finally Hybrid fuzzy decision tree in 

a random forest  (HFDTRF) Produces an accuracy of 82.15 

% which is higher than the other two algorithms. 

Comparison Random Fuzzy HFDTRF 

 Forest Decision Algorithm 

  Tree  

    

Recall 75.28 71.02 83.47 

    

Accuracy 74.12 69.39 82.15 

    

Precision 73.15 68.42 81.64 

    

 

V. CONCLUSION 

In the healthcare environment, the integration of 

computer-based systems can be highly benefited by the 

successful Implementation of the Hybrid fuzzy decision tree 

in the random forest (HFDTRF) algorithm in medical 

diagnosis. HFDTRF will assist physicians to diagnose 

diseases at primary stages, and this will be very useful in 

developing country like India where the availability of 

doctor is numbered very minimum, and the mortality rate is 

pretty high. Technology cannot replace a doctor's expertise 

and experience, it just saves physician’s time by taking care 

of relatively straightforward yet time-consuming diagnostic 

tasks, so that doctors can concentrate on the clinically 

additional demanding process. The use of medical 

information for diagnosing an illness a sickness is on the 

growth. Then understanding rare disease is profoundly hard 

and sometimes diseases are wrongly diagnosed by interns or 

less experienced physician. This tool can help to dependable 

assess medical data and thus improve their analytic 

accurateness, and specificity.  
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