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Abstract - Social media helps to share the data around the 

globe. In this world, data is shared everywhere with the advent of 

social media, so that people from one place can share the data 

and their comments to others. Social Media provides comfortable 

way for sharing one information out of their interests. It can be 

used to contact their   friends as well as making more friends and 

also search person with same kind of ideas and interests. It is 

very useful for any disasters occurred. At the time of tragedies 

social media paves a way for finding them and assist them. 

However sharing of the information in the social media like 

twitter, the traffic problem might be occurred due to heavy traffic. 

The social media user wants a minimum traffic to transmit the 

data without gap. In order to overcome this problem, this paper 

helps to study the comparison of various data mining techniques 

for smooth transfer of data. 

Keywords - Social Media Twitter, Data Mining technique, 

content sharing and traffic analyses. 

I.INTRODUCTION 

In recent days, social media acts as an important role for 

all around the world. Social media offer many kinds of data 

which helps each one to contact other people in public and 

share their data. Social media helps to share, converse and 

connect with other personality or with a large spectators. 

Many people use these Social networking websites on the 

Internet each day to connect with millions of people  Some 

of the Social networking websites on the Internet are 

LinkedIn, Facebook, Twitter and Google Plus. At present 

era, for each and every piece of data shared in these sites 

like Twitter or Facebook, wall post, sharing photo, status 

and video, the user who is uploading have to decide to 

which of these friends or groups have to be sent. Twitter 

plays a vital role in the society and the conventional media. 

Online social networks are the websites that helps the users 

to provide contact with the other Internet users. Social 

networks accumulate all the distant data which the user 

needs. The Social Media provides comfortable way for 

searching the events, such as finding the natural disasters, 

since it has enlarged importance from various research 

group of people, as it provides a really important source of 

real-time data. The relationship between people in a social 

network is interdisciplinary. While transferring the 

information from one end to other end in the network the 

traffic problem may occur, because different people 

communicate at different time from different places 
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The data is not secured, sometimes the data may get lost 

or congestion problem may occur. The data leakage may 

also sometimes happen. 

 In this research work, a twitter is taken as a tool for the 

social media. In the Twitter social network, there are around 

400 million members and it allows the users to post 140-

character tweets (messages) to their network of followers. 

The defective length of a tweet is given, the URL shorteners 

have suddenly developed the de facto method to share the 

friends on Twitter. The Twitter, because of lot of listeners 

and the information reach, attracts the spammers. The 

spammers don’t have flexibility of having 140 characters. It 

is categorized as a micro blogging service. Micro blogging 

may be a group of blogging that allow users to send 

temporary text updates or micro media like images or audio 

clips. Micro blogging services that are missing from Twitter 

represent Tumbler, Friend Feed, social networking service is 

suitable to substitute small blogging services, and thereby 

tend to examine Twitter during this study.  An important 

characteristic that is shared between small blogging services 

is their period nature. However web log users update their 

blogs once in many days. The users use the Twitter to write 

tweets several times during a particular day.  

Operators will understand the substitute users and do the 

infrequently what they are threatening about at present. The 

customers frequently come back and check the position 

what people think. Several essential instances can be 

represented in their period of nature. Take the example of 

the case of powerful earthquake in Haiti, many footages 

were spreading through Twitter. While propagating the data 

in the immediate server may not be overloaded with the data 

at all the time, so traffic and congestion problem might 

occur. Because of this traffic, the data may get lost, damage 

and data leakage may also be occurred. This paper offers a 

various techniques of data mining approaches to reply the 

traffic problem in the social network. 

II.LITERATURE REVIEW 

In this paper [5] a tag based admission power of data was 

developed and shared in the social media sites. A change 

was made in the constructs access-control approach from 

photo organization tags.  

All the photos has been included with the help of an 

admission network in order to record them for their friends. 

The worker can select a suitable preference and right to use 

the data. There are several other vital restrictions in the 

design. 
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 First and foremost, our outcomes are not satisfactory by 

the contender employed for the photos they offered. Then 

the limitations is the usage of machine which helps to 

control the accessing rules. The algorithm did not have any 

permission to the event and outcome of tags and there is no 

forthcoming policy the challenger planned when access 

control was classified. From this conclusion, a few set of 

laws come about to evident out of the ordinary or 

unsystematic to the supplier, potentially driving them the 

decision was taken for the tags in the policy which can be 

public or private. 

This paper was established by keeping the privacy 

settings that is depending on the typical of social loop [6]. 

From this criteria, there is possibility of explanation 

regarding the web to preserve individual information. With 

the help of the algorithm, the social circle was examined that 

helped to relate and finally the outcome of social circles are 

dealt by classifying friends for the privacy policies of the 

nature. The social circles plays a vital role by separating the 

theme however it do not display the topic. Questioning 

sessions are made on the topic so that they get inspired in 

order to share their personal information. The graphical 

representation was made after the users gives the reply. 

This paper [7] offers method for the categorization of the 

image which is private and Search and in automatically sign 

the images which are private, and to make potential privacy-

oriented image search. It unites the text Meta data images 

with that of graphic features to facilitate the security. In this 

method, the image features which are preferred such as 

histograms, edges and color help out to categorize between 

ordinary and artificial objects like the EDCV feature helps 

to choose the nonexistence of scrupulous objects such as 

SIFT. It is using the various classification models on a large 

scale dataset with the inaccessibility assignments that are 

completed with the social game. 

In this paper [8], the system called an Adaptive Privacy 

Policy Prediction was developed and it has a free privacy 

mechanism for personalized policies. This system forces the 

user to upload the images based on the individuality and 

satisfaction of the metadata. It consists of two components: 

Adaptive Privacy Policy Prediction for Core and also the 

same system with Social. When a customer is uploading a 

picture, it will be instantly sent to the Adaptive Privacy 

Policy Prediction with Core. This core component arranges 

the picture and determines whether there is a need for 

demand for the other social component. The judgment 

policy being incorrect is the disadvantage   because of not 

having knowledge of the Meta data information regarding 

the images. Both the Meta data and log data information are 

guided by the classification method. 

In the paper [1,9] it is observed that there is lot of growth 

on Online Social Networks like Facebook, Twitter. These 

network intend to make communication socially to share the 

data and also there are a number of safety problems. Even 

though this network permit a single user to access their data, 

it need not pay compensation for any device to practice the 

privacy protection data with lot of users. Departure privacy 

violation basically helps to the dependable response of data 

and so at least single user are likely to keep private. The 

study was done for collecting the privacy and security issues 

in this network. 

 This network come across various types of problems 

such as fake identity, Sybil harassment and individuality 

clone attacks. The foremost aim of this social network is to 

supplement the privacy and security in the network which is 

one of the Quality of Service problem and so decline was 

done in the attacks. This paper affords a review on more 

thorough demonstration about the diverse attacks and 

privacy models regarding the growth of security and privacy 

[10]. 

Today, the social media is used more compared to 

previous generation to communicate lot of the personal 

information with others. With the help of this booming 

technology leads to isolating the rules by the users by 

distributing the large volumes of images to number of 

people. To give security for the information, automatic 

explanation of images are initiated, whose purposes is to 

create the meta data information about the images by using 

the novel method called Semantic interpret Markovian 

Semantic Indexing for retrieving the images [11]. The 

proposed system automatically understand the images by 

using hidden Markov model and features are extracted by 

using color histogram and Scale-invariant feature transform 

descriptor method. After understanding these images, 

semantic retrieval of images are made by using natural 

language Word Net for determining semantic assessment to 

interpret images in the database. Experimental outcome are 

available with higher retrieval performance when 

considering with the existing system. 

Neha Mehta et al [12] analyze the web is the largest 

information repository experiential till date. Due to its huge 

size nevertheless, finding the significant information is not 

an effortless task. Different penetrating and web mining 

techniques are being employed by the current day search 

engine for the reason of information repossession from the 

web. Web document clustering is one potential technique to 

get better the effectiveness in information discovery process. 

The conventional web mining, method of web mining has 

complexity in managing confront posed by the gathering of 

data which is unclear and uncertain. Fuzzy clustering 

methods have the probable to manage such type of situations 

competently.  

This paper summarizes the dissimilar characteristics of 

web data, the web mining basics and boundaries of existing 

web mining methods. The submission of use of Fuzzy logic 

with web mining is being converse with a view to highlight 

its significance in information retrieval. A relative study of 

dissimilar fuzzy clustering techniques with the predictable 

clustering technique has been discussed. 

III.TRAFFIC ANALYSES USING VARIOUS 

TECHNIQUES 

A.Geographical Distribution 

Geographical distribution (GD) is one the method to 

automatically allocate the path for the data in the web. It 

routinely chooses the path for reassign the data in web. 

Distributing the nodes focuses more in the group  
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presentation of any real time data in the social media like 

Twitter, Facebook etc. Fault tolerance and preserving the 

competence of the system is handled by a well-distributed 

system. Geographical load balancing plays a role in 

separating a sequence of results from the available place and   

relocation   of virtual machines computational jobs   to 

geographically dispersed data centers in order to meet the 

service level agreements for the tasks and thereby reduce the 

operational cost of the web system. With the assist of this 

distribution, it chooses the path for scrutinize the traffic and 

it may choose the traffic-less path. 

C.K-Nearest Neighbour (K-NN) 

K-Nearest Neighbour algorithm is one of the effective 

one for judging the substitute path when the traffic happen. 

With this algorithm it contains the characteristic value for 

the nearer objects; with the help of the nearest object it 

routinely finds the path to relocate the data in the Social 

Media. This algorithm is used to find the nearest path in the 

web, comparison estimation of paths are close by location in 

the network to discover the traffic free path, this algorithm is 

helpful one to suggest to the traffic free path. This algorithm 

is a form of immediate based learning. The algorithm label 

analogous objects based on the neighboring feature space in 

the training set. The neighboring feature space may be 

resolute by determine the advance between the two feature 

vectors or by manipulative the Euclidean distance between 

the vectors. With the help of this algorithm it finds the 

nearest traffic-less path. 

C. Ant Colony Optimization 

Ants mainly used directly since, they together named an 

ant colony where they do all the important jobs as well as 

help to find the shortest distance travelled in order to search 

for food and to share the data with other ants. In the ant 

colony optimization, copies of shared intelligence of ants are 

part of the   optimization techniques that helps to detect the 

uses of interacting with the computer. This procedure is 

constructed on the ordinary events done by the ant and the 

unexpected element such as pheromone is left by the ant 

which carries the search for the food and left out ant follows 

the pheromone. 

 The nearest route which has the highest pheromone is 

chosen since that will be the nearest route as the ant choose 

the shortest path which is said in the ant colony algorithm 

such that each ant will make sure that its record-set are 

protected and also the traffic which is entering may be going 

to the path that have the more possibility with highest 

pheromone. The ants also fully work to find the fresh food 

and simultaneously make use of the existing food sources 

return back to the nest. The main purpose of this method is 

to avoid the traffic between the nodes so that the ants will 

never turn back through a dead end by moving to the nodes 

for constructing a best solution set. 

 

 

 

 

 

IV.COMPARISON ANALYSES OF VARIOUS 

TECHNIQUES 

TECHNIQU

E 
ADVANTAGES 

DISADVANTA

GES 

Geographica

l 

Distribution 

It divert the path for 

low data only 

Failed to balance 

the traffic 

K-Nearest 

Neighbour 

It divert the path to 

the nearest node 

when traffic occured 

Not known the 

nearest traffic 

path 

Ant Colony 

Traffic less, 

automatically finds 

the alternative path, 

Automatic finding 

the path the 

following data also 

keep going without 

distraction 

High 

computation 

power 

Table 1: Comparison Analyses 

V.CONCLUSION 

Nowadays Social networking is an important information 

sharing things. Social media offer many kinds of data which 

helps each one to contact other people in public and share 

their data. While sharing their content in the social media 

like twitter they may occurred the traffic problem for the 

social media web user. While transferring the data through 

twitter it may occurred a traffic problems. In order to 

overcome the problem, this paper provides the various data 

mining techniques. Here we have analyzed the traffic 

problem with the help of three algorithm. Based on our 

analyses ant colony provides a better result when compared 

to other algorithms. 
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