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Abstract: In deploying a sensor network in a challenging 

environment, it is crucial to consider energy consumption to 

ensure an extended network lifespan. Since the inception of 

sensor networks, researchers have proposed various 

energy-saving solutions outlined in the introduction. In our study, 

we introduce a novel approach for cluster formation and 

positioning of clusters and base stations to minimize energy 

consumption in implementing clusters using the K-MEAN 

algorithm. Through simulation, we demonstrate that the 

Syracuse-WSN algorithm significantly outperforms the 

traditional K-MEANS algorithm in conserving energy 

consumption. 
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I. INTRODUCTION

The significance of Wireless Sensor Networks (WSNs)

[1], [2] is widely acknowledged in various fields today. A 

wide variety of sensor types, such as pressure, position, 

vibration, flow, humidity, light, ultrasound, accelerometers, 

gyroscopes, and temperature, are readily available [4].  

[Fig.1: Energy Management in Wireless Sensor Networks[1]] 
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These sensor nodes can capture, process, and wirelessly 

transmit data related to various environmental factors, 

including vibration, temperature, humidity, water or air 

quality, soil composition, pressure, noise, light, and specific 

characteristics of an element like size, weight, location, 

direction, and speed [24] [27]. These networks typically 

consist of tens to thousands of unattended wireless nodes, 

which can be easily deployed in diverse environments with 

specific node functions [16][17][18][25]. The sensor nodes 

are typically battery-powered [6][7], and it is often 

challenging to recharge or modify nodes with limited battery 

life [8][9][10].  

Therefore, energy conservation is a critical consideration to 

ensure the sustainability of these networks. The energy 

management in WSNs can be outlined as depicted in Figure 

1.  

In wireless sensor networks (WSNs), network clustering is 

a widely used technique for energy replenishment. However, 

traditional clustering methods have limitations as they do not 

consider the self-organizing and dynamic topology inherent 

in WSNs [3][5][21][22][28][29]. These limitations can lead 

to an uneven distribution of cluster heads, impacting the 

overall energy consumption of the network. For example: 

▪ Hierarchical Low Energy Adaptive Clustering (LEACH)

[23][30][31][32], [24] is a hierarchical clustering-based

protocol that organizes the network into clusters using

both distributed and centralized schemes. Cluster heads

are chosen based on their receiving signal strength and

rotate after each round to distribute the energy

consumption across the network evenly.

▪ Hybrid Energy Efficient Distributed Clustering (HEED)

[26] improves upon LEACH, particularly in the election

of cluster heads (CH), by not using a random approach for

CH selection. The cluster formation is based on a hybrid

combination of two parameters.

One parameter depends on the residual energy of the node, 

and the other parameter is the intra-cluster communication 

cost. In HEED, elected CHs have relatively high average 

residual energy compared to member nodes. 

▪ The TEEN protocol is a hierarchical clustering protocol

known as Threshold-sensitive Energy-efficient Sensor

Network. It employs a multi-level hierarchical concept to

place sensors in clusters, each managed by a Cluster Head

(CH). The sensors send their detected data to their

respective CH, which aggregates the data and forwards it

to the next level CH, ultimately reaching the sink. The

main idea behind the TEEN network architecture is based

on hierarchical clustering, where nodes form clusters and

this process continues until

reaching the sink.
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▪ The K-means algorithm addresses the gap left by 

traditional algorithms and has three main steps: 

 

▪ Initialization: The algorithm initializes cluster formation 

with the WSN. If a WSN has n nodes divided into k 

clusters, k out of n nodes are randomly selected as CHs. 

Each of the remaining nodes determines its nearest CH 

based on Euclidean distance. 

 

▪ Assignment step: After assigning each node to one of the 

k clusters, the centroid of each cluster is calculated. In a 

two-dimensional space, the centroid of a cluster is 

calculated as a virtual node located at the center position 

of the cluster. 

 

▪ Center registration step: Once the clusters are formed, an 

ID number is assigned to each node in a cluster based on 

the distance from the centroid, with a smaller number 

assigned to the closest node. The ID number of a node 

indicates the order in which it will be chosen as CH. 

 

▪ The K-means algorithm is used in Wireless Sensor 

Networks (WSN) for cluster formation. The following 

algorithms are discussed in the literature: 

 
  

▪ FC-KMEANS: Proposed in [11], FC-KMEANS allows 

clustering by fixing some cluster centers based on real 

conditions, while seeking the most appropriate cluster 

centers for the rest and the best distribution of data 

between clusters. 

 

▪  ISBFK-means: In [12] [13], ISBFK-means, based on 

influence space, is introduced. The influence space 

divides the dataset into several small regions before 

implementing K-MEANS. 

 

▪ GBK-means: Described in [14], GBK-means involves 

cluster centers competing to attract the largest number of 

similar targets or entities to their cluster. The centers 

constantly adjust their positions to minimize distances 

with the maximum possible data, relative to other cluster 

centers. This algorithm is named the game-based k-means 

algorithm (GBK-means). 

 

▪ GAK-means [15]: This work presents a unique 

combination of K-means and an improved genetic 

algorithm (GA) to reduce energy consumption and extend 

network lifetime. The GA-K means aims to minimize 

energy consumption by determining the optimal number 

of cluster heads (CH) using an improved genetic 

algorithm (GA), where the number of CH also indicates 

the number of clusters in the network. Additionally, 

[19][20] provides the limit of K-mean. 
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II.  PROPOSED METHODOLOGY  

 
[Fig.1: Block Diagram] 

III. ALGORITHM  

Algorithm 1: The main principles of our algorithm for a 

fixed network  

a. Use of the Syracuse conjuncture  

b. Convert the length of the field into an integer 

c. Determination of the position of the two base stations 

relative to the size of the field 

d. Determination of the number of clusters based on the 

number of sensors to deploy 

e. Determination of the possible positions of the Heads 

clusters  

f. Application of the K-MEAN algorithm  

g. The CHs communicate with the two central base stations. 

  

Algorithm 2: the Syracuse equation  

The authors of [8] emphasize that "determining the 

sufficient number of guards to cover the entire art gallery is 

an NP Hard optimization problem". We use the Syracuse 

equation to determine the number of clusters and clusters 

heads. 

 
We will modify this algorithm with the following 

expression: 

 
 

Algorithm 3: Determining the number of clusters or 

cluster-head N is the number of sensors to be deployed on the 

ground. 
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Function syracuse(N):  

Begin  

   u = N  

   n=0  

   While (u! = 1) do 

 If (u%2) ==0 :  

u = u//2  

Else  

u = (3*u+1)//2  

endif  

n=n+1  

   endwhile  

   return n  

end  

 

Algorithm 4: Determining the position of the two base 

stations based on the size of the terrain  

N is the length of the deployment terrain  

Function search (N: integer)  

Begin 

 max_time=0;  

 for n from 1 to N do  

flight_time= syracuse(n)  

if flight_time>max_time then  

max_time:=flight_time;  

Nmax:=n;  

Endif 

     endfor;  

return(Nmax)  

End  

 

Algorithm 5: Determination of possible positions of cluster 

heads based on the number of sensors to deploy.  

(N number of sensors to deploy)  

Tps_vol=[]  

for nb in range(2, tps_vol_syracuse(N)):  

if (tps_vol_syracuse(nb) not in tps_vol):  

tps_vol.append((nb, tps_vol_syracuse(nb))) 

       endif 

endfor 

IV. RESULT AND DISCUSSION 

A. Parameter of Simulation [25] 

Parameter Value 

Initial energy 2J 

Eelec 50nJ/bit 

Eamp 0.0013pJ/bit/m2 

Data packet size 4000 byte 

Energy taken for aggregation (Epa) 5nJ/bit/signal 

 

The transmitter consumes: 

  and the 

receiver consumes: 

 

B. Simulation 

We utilized multiple terrain sizes to display diverse base 

station positions while maintaining a consistent number k of 

clusters based on the number of sensors. When deploying 200 

sensors, the positions of the cluster heads are determined as 

depicted in the diagram below (figure 2). These positions 

seem to be distributed in such a way that they cover the entire 

terrain.  

 

 

[Fig.2: Deployment of 200 Sensors] 

For several 1000 sensors to deploy, we obtain the positions 

of the cluster heads according to the following diagram in 

Figure 3.  

 

 

[Fig.3: Deployment of 1000 Sensors] 

These positions show sparse areas and do not seem to be a 

good alternative. For some 500 sensors to deploy, we obtain 

the positions of the cluster heads according to the following 

diagram Figure 4.  

 

 

[Fig.4: Deployment of 500 Sensors] 

This configuration seems to give the same result as for a 

thousand. For several 400 sensors to be deployed, we obtain 

the positions of the cluster heads according to the following 

diagram figure 5.  

https://doi.org/10.35940/ijrte.D8153.13041124
https://doi.org/10.35940/ijrte.D8153.13041124
http://www.ijrte.org/


 

Integrating the Syracuse Algorithm with K-MEAN: A Comprehensive Approach to Energy Optimization in 

Wireless Sensor Networks 

4 

Published By: 
Blue Eyes Intelligence Engineering 

and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijrte.D815313041124 

DOI: 10.35940/ijrte.D8153.13041124 

Journal Website: www.ijrte.org  
 

 

[Fig.5: Deployment of 1000 Sensors] 

This diagram encompasses the entire 200-unit terrain, 

which appears beneficial for avoiding sparsely populated 

areas. 

We plan to use an average of 200 to 400 sensors to compare 

energy consumption between our Syracuse-WSN algorithm 

and the K-MEAN algorithm. 

C. Analysis of Energy Consumption 

▪ Using 200 sensors, and comparing our algorithm to the 

basic K-MEAN algorithm, we obtain the following 

Figure 6.  

 

[Fig.6:  Schema of Energy] 

The data indicates that our algorithm is more 

energy-efficient than K-MEAN.  

When we replicated the study with 300 sensor nodes, the 

resulting diagram demonstrated our solution's superior 

energy management capabilities compared to K-MEAN 

(Figure 7).  

 

 

[Fig.7: Schema of Energy] 

▪ We will repeat the test using 400 sensor nodes to compare 

energy management between our solution and the 

K-MEAN solution. 

 

[Fig.8: Schema of Energy] 

Through the figure below (Figure 8), we find that our 

algorithm manages energy consumption better by giving a 

longer network lifetime than K-MEAN.  

V. CONCLUSION 

Our Syracuse-WSN algorithm enhances the energy 

efficiency of sensor networks, utilizing the K-MEANS 

algorithm to determine the optimal number of clusters. This 

improvement is achieved by forecasting cluster formation 

through mathematical calculations based on the number of 

nodes to be deployed and by specifying the positions of the 

two base stations. In addition, our algorithm enhances 

K-MEANS by identifying potential positions for the cluster 

heads. Simulation results demonstrate that our algorithm 

outperforms the K-MEANS algorithm in terms of energy 

consumption, as it eliminates the need for excessive energy 

expenditure in searching for and forming cluster heads.  

APPENDIX 

It is optional. Appendixes, if needed, appear before the 

acknowledgment. 

ACKNOWLEDGMENT 

It is optional. The preferred spelling of the word 

“acknowledgment” in American English is without an “e” 

after the “g.” Use the singular heading even if you have many 

acknowledgments. Avoid expressions such as “One of us 

(S.B.A.) would like to thank ... .” Instead, write “F. A. Author 

thanks” Sponsor and financial support acknowledgments are 

placed in the unnumbered footnote on the first page. 

DECLARATION STATEMENT 

I must verify the accuracy of the following information as the 

article's author. 

▪ Conflicts of Interest/ Competing Interests: Based on 

my understanding, this article has no conflicts of interest. 

▪ Funding Support: This article has not been sponsored or 

funded by any organization or agency. The independence 

of this research is a crucial factor in affirming its 

impartiality, as it has been conducted without any 

external sway. 

▪ Ethical Approval and Consent to Participate: The data 

provided in this article is exempt from the requirement for 

ethical approval or participant consent. 

 

 

 

 

https://doi.org/10.35940/ijrte.D8153.13041124
https://doi.org/10.35940/ijrte.D8153.13041124
http://www.ijrte.org/


International Journal of Recent Technology and Engineering (IJRTE) 

ISSN: 2277-3878 (Online), Volume-13 Issue-4, November 2024 

5 

Published By: 
Blue Eyes Intelligence Engineering 

and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijrte.D815313041124 

DOI: 10.35940/ijrte.D8153.13041124 

Journal Website: www.ijrte.org  
 

 

▪ Data Access Statement and Material Availability: The 

adequate resources of this article are publicly accessible. 

▪ Authors Contributions: The authorship of this article is 

contributed solely. 

REFERENCES 

1. Ouattara, Y., Lang, C., &Elgaber, A. (2015). Three Thresholds for the 
Efficiency in Energy Management in WSN. Journal of Advances in 

Computer Networks, 3(1), 1-23. 
https://doi.org/10.7763/JACN.2015.V3.135  

2.  Aznoli, F., &Navimipour, N. J. (2017). Deployment strategies in the 

wireless sensor networks: systematic literature review, classification, 

and current trends. Wireless Personal Communications, 95, 819-846. 
https://doi.org/10.1007/s11277-016-3800-0  

3.  ZHANG, Honghai et HOU, Jennifer C. Is deterministic deployment 

worse than random deployment for wireless sensor networks. 2005. 
https://doi.org/10.1109/INFOCOM.2006.290  

4.   FARMAN, Haleem, JAN, Bilal, JAVED, Huma, et al. 

Multi-criteria-based zone head selection in Internet of Things based 
wireless sensor networks. Future Generation Computer Systems, 2018, 

vol. 87, p. 364-371. https://doi.org/10.1016/j.future.2018.04.091  

5.  Onur, E., Ersoy, C., Deliç, H., &Akarun, L. (2007). Surveillance 
wireless sensor networks: Deployment quality analysis. IEEE Network, 

21(6), 48-53. https://doi.org/10.1109/MNET.2007.4395110  

6. sensor networks. IEEE Transactions on Cybernetics, 45(10), 
2364-2376. 

7. Majid, M., Habib, S., Javed, A. R., Rizwan, M., Srivastava, G., 
Gadekallu, T. R., & Lin, J. C. W. (2022). Applications of wireless sensor 

networks and internet of things frameworks in the industry revolution 

4.0: A systematic literature review. Sensors, 22(6), 2087. 
https://doi.org/10.3390/s22062087  

8. Khalaf, O. I., Romero, C. A. T., Hassan, S., & Iqbal, M. T. (2022). 

Mitigating hotspot issues in heterogeneous wireless sensor networks. 
Journal of Sensors, 2022, 1-14. https://doi.org/10.1155/2022/7909472  

9. Katti, A. (2022). Target coverage in random wireless sensor networks 

using cover sets. Journal of King Saud University-Computer and 
Information Sciences, 34(3), 734-746. 
https://doi.org/10.1016/j.jksuci.2019.05.006  

10. AY, Merhad, ÖZBAKIR, Lale, KULLUK, Sinem, et al. FC-Kmeans: 
Fixed-centered K-means algorithm. Expert Systems with Applications, 

2023, vol. 211, p. 118656. https://doi.org/10.1016/j.eswa.2022.118656  

11. Tirandazi, P., Rahiminasab, A., &Ebadi, M. J. (2022). An efficient 
coverage and connectivity algorithm based on mobile robots for 

wireless sensor networks. Journal of Ambient Intelligence and 

Humanized Computing, 1-23. 
https://doi.org/10.1007/s12652-021-03597-9  

12. YANG, Yuqing, CAI, Jianghui, YANG, Haifeng, et al. ISBFK-means: 
A new clustering algorithm based on influence space. Expert Systems 

with Applications, 2022, vol. 201, p. 117018. 
https://doi.org/10.1016/j.eswa.2022.117018  

13. Khalily-Dermany, M. (2023). Multi-criteria itinerary planning for the 

mobile sink in heterogeneous wireless sensor networks. Journal of 

Ambient Intelligence and Humanized Computing, 14(7), 8531-8550. 
https://doi.org/10.1007/s12652-021-03616-9  

14. REZAEE, Mustafa Jahangoshai, ESHKEVARI, Milad, SABERI, 
Morteza, et al. GBK-means clustering algorithm: An improvement to 

the K-means algorithm based on the bargaining game. 

Knowledge-Based Systems, 2021, vol. 213, p. 106672. 
https://doi.org/10.1016/j.knosys.2020.106672  

15. BENNACEUR, Hachemi, ALMUTAIRY, Meznah, et ALHUSSAIN, 
Norah. Genetic Algorithm Combined with the K-Means Algorithm: A 

Hybrid Technique for Unsupervised Feature Selection. Intelligent 

Automation & Soft Computing, 2023, vol. 37, no 3. 
https://doi.org/10.32604/iasc.2023.038723  

16. HASSAN, A. A. H., SHAH, Wahidah, HUSEIN, A. M., et al. Clustering 
approach in wireless sensor networks based on K-means: Limitations 

and recommendations. Int. J. Recent Technol. Eng, 2019, vol. 7, no 6, p. 

119-126. 
17. GAO, Jiechao, WANG, Haoyu, et SHEN, Haiying. Machine learning 

based workload prediction in cloud computing. In : 2020 29th 

international conference on computer communications and networks 
(ICCCN). IEEE, 2020. p. 1-9. 
https://doi.org/10.1109/ICCCN49398.2020.9209730  

18. AKYILDIZ, Ian F., SU, Weilian, SANKARASUBRAMANIAM, 
Yogesh, et al. A survey on sensor networks. IEEE Communications 

magazine, 2002, vol. 40, no 8, p. 102-114. 

https://doi.org/10.1109/MCOM.2002.1024422  

19. GHEISARI, Mehdi, WANG, Guojun, KHAN, Wazir Zada, et al. A 
context-aware privacy-preserving method for IoT-based smart city 

using software defined networking. Computers & Security, 2019, vol. 

87, p. 101470. https://doi.org/10.1016/j.cose.2019.02.006  
20. GHEISARI, Mehdi, YARAZIZ, Mahdi Safaei, ALZUBI, Jafar A., et al. 

An efficient cluster head selection for wireless sensor network-based 

smart agriculture systems. Computers and Electronics in Agriculture, 
2022, vol. 198, p. 107105. 
https://doi.org/10.1016/j.compag.2022.107105  

21. YARI, Meysam, HADIKHANI, Parham, et ASGHARZADEH, Zohreh. 
Energy-efficient topology to enhance the wireless sensor network 

lifetime using connectivity control. Journal of Telecommunications and 

the Digital Economy, 2020, vol. 8, no 3, p. 68-84. 
https://doi.org/10.18080/jtde.v8n3.255  

22. FEI, Zesong, LI, Bin, YANG, Shaoshi, et al. A survey of multi-objective 

optimization in wireless sensor networks: Metrics, algorithms, and open 
problems. IEEE Communications Surveys & Tutorials, 2016, vol. 19, no 

1, p. 550-586. https://doi.org/10.1109/COMST.2016.2610578  

23. JABBAR, Sohail, IRAM, Rabia, MINHAS, Abid Ali, et al. Intelligent 
optimization of wireless sensor networks through bio-inspired 

computing: survey and future directions. International Journal of 

Distributed Sensor Networks, 2013, vol. 9, no 2, p. 421084. 
https://doi.org/10.1155/2013/421084  

24.  HEINZELMAN, Wendi Rabiner, CHANDRAKASAN, Anantha, et 

BALAKRISHNAN, Hari. Energy-efficient communication protocol for 
wireless microsensor networks. In: Proceedings of the 33rd annual 

Hawaii international conference on system sciences. IEEE, 2000. p. 10 
pp. vol. 2. https://doi.org/10.1109/HICSS.2000.926982  

25. YOUNIS, Ossama et FAHMY, Sonia. HEED: a hybrid, 

energy-efficient, distributed clustering approach for ad hoc sensor 
networks. IEEE Transactions on mobile computing, 2004, vol. 3, no 4, 

p. 366-379. https://doi.org/10.1109/TMC.2004.41  

26. MANJESHWAR, Arati et AGRAWAL, Dharma P. TEEN: A Routing 
Protocol for Enhanced Efficiency in Wireless Sensor Networks. In : 

ipdps. 2001. p. 189. Doi: https://doi.org/10.1109/IPDPS.2001.925197  

27. GE, Yanhong, WANG, Shubin, et MA, Jinyu. Optimization on TEEN 
routing protocol in cognitive wireless sensor network. EURASIP 

Journal on Wireless Communications and Networking, 2018, vol. 2018, 

p. 1-9. https://doi.org/10.1186/s13638-018-1039-z  

28. Patil, Mrs. Suvarna. S., & Vidyavathi, Dr. B. M. (2022). Application o f 

Advanced Machine Learning and Artificial Neural Network Methods in 

Wireless Sensor Networks Based Applications. In International Journal 
of Engineering and Advanced Technology (Vol. 11, Issue 3, pp. 

103–109). https://doi.org/10.35940/ijeat.c3394.0211322  

29. Sisodia, Mr. A., Mrs. Swati, & Hashmi, Mrs. H. (2020). Incorporation of 
Non-Fictional Applications in Wireless Sensor Networks. In 

International Journal of Innovative Technology and Exploring 

Engineering (Vol. 9, Issue 11, pp. 42–49). 
https://doi.org/10.35940/ijitee.k7673.0991120  

30. Saroj, S. K., Yadav, M., Jain, S., & Mishra, R. (2020). Performance 

Analysis of Q-Leach Algorithm in WSN. In International Journal of 
Inventive Engineering and Sciences (Vol. 5, Issue 10, pp. 1–4). 

https://doi.org/10.35940/ijies.i0977.0651020  

31. Lalar, S., Bhushan, S., & A.P., S. (2019). Exploration of Detection 
Method of Clone Attack in Wireless Sensor Network. In International 

Journal of Recent Technology and Engineering (IJRTE) (Vol. 8, Issue 4, 

pp. 2440–2448). https://doi.org/10.35940/ijrte.d7192.118419  

32. Pramod, K., Mrs. Durga, M., Apurba, S., & Shashank, S. (2023). An 

Efficient LEACH Clustering Protocol to Enhance the QoS of WSN. In 

Indian Journal of Artificial Intelligence and Neural Networking (Vol. 3, 
Issue 3, pp. 1–8). https://doi.org/10.54105/ijainn.a3822.043323  

AUTHOR PROFILE 

Yacouba Ouattara, born in 1973 in Banfora, Burkina 
Faso, holds a prestigious doctorate in computer science 

from the University of Franche-Comté. Currently, he 

holds the esteemed positions of lecturer and researcher 
at Joseph Ki-Zerbo University (UJKZ) in Burkina 

Faso. Additionally, he proudly serves as the head of 

the computer science and telecom department at the Burkinabe Institute of 
Arts and Crafts and is a distinguished member of the UJKZ Computer 

Mathematics Laboratory (LAMI). He specializes in cutting-edge research 

areas such as distributed systems, security, wireless networks, sensor 
networks, 

 

 
 

 

https://doi.org/10.35940/ijrte.D8153.13041124
https://doi.org/10.35940/ijrte.D8153.13041124
http://www.ijrte.org/
https://doi.org/10.7763/JACN.2015.V3.135
https://doi.org/10.1007/s11277-016-3800-0
https://doi.org/10.1109/INFOCOM.2006.290
https://doi.org/10.1016/j.future.2018.04.091
https://doi.org/10.1109/MNET.2007.4395110
https://doi.org/10.3390/s22062087
https://doi.org/10.1155/2022/7909472
https://doi.org/10.1016/j.jksuci.2019.05.006
https://doi.org/10.1016/j.eswa.2022.118656
https://doi.org/10.1007/s12652-021-03597-9
https://doi.org/10.1016/j.eswa.2022.117018
https://doi.org/10.1007/s12652-021-03616-9
https://doi.org/10.1016/j.knosys.2020.106672
https://doi.org/10.32604/iasc.2023.038723
https://doi.org/10.1109/ICCCN49398.2020.9209730
https://doi.org/10.1109/MCOM.2002.1024422
https://doi.org/10.1016/j.cose.2019.02.006
https://doi.org/10.1016/j.compag.2022.107105
https://doi.org/10.18080/jtde.v8n3.255
https://doi.org/10.1109/COMST.2016.2610578
https://doi.org/10.1155/2013/421084
https://doi.org/10.1109/HICSS.2000.926982
https://doi.org/10.1109/TMC.2004.41
https://doi.org/10.1109/IPDPS.2001.925197
https://doi.org/10.1186/s13638-018-1039-z
https://doi.org/10.35940/ijeat.c3394.0211322
https://doi.org/10.35940/ijitee.k7673.0991120
https://doi.org/10.35940/ijies.i0977.0651020
https://doi.org/10.35940/ijrte.d7192.118419
https://doi.org/10.54105/ijainn.a3822.043323


 

Integrating the Syracuse Algorithm with K-MEAN: A Comprehensive Approach to Energy Optimization in 

Wireless Sensor Networks 

6 

Published By: 
Blue Eyes Intelligence Engineering 

and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijrte.D815313041124 

DOI: 10.35940/ijrte.D8153.13041124 

Journal Website: www.ijrte.org  
 

 IoT, and AI and is a member of the UJKZ Computer Mathematics 
Laboratory (LAMI). His research interests encompass distributed systems, 

security, wireless networks, sensor networks, IoT, and AI. 

 
Disclaimer/Publisher’s Note: The statements, opinions and 

data contained in all publications are solely those of the 

individual author(s) and contributor(s) and not of the Blue 

Eyes Intelligence Engineering and Sciences Publication 

(BEIESP)/ journal and/or the editor(s). The Blue Eyes 

Intelligence Engineering and Sciences Publication (BEIESP) 

and/or the editor(s) disclaim responsibility for any injury to 

people or property resulting from any ideas, methods, 

instructions or products referred to in the content. 
 

 
 

https://doi.org/10.35940/ijrte.D8153.13041124
https://doi.org/10.35940/ijrte.D8153.13041124
http://www.ijrte.org/

