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Abstract: Various cybercrimes can be prevented by text 

authentication that is responsible for preserving digital identities 

and contents. Digital signatures come in handy as a way of 

authenticating texts, which is an extensively used method. One 

approach to this problem is linguistic steganography, which 

allows hiding the signature in other words within the text and 

thereby facilitating efficient data management. However, it should 

be noted that there is a danger that these kinds of changes may 

result in inappropriate decisions being taken by automated 

computing systems not to mention change their final outputs 

(unseen). As such, many people are becoming more concerned 

with the possibility of reversing steganography so that it becomes 

possible to eliminate any distortions made during the process. This 

paper uses Contextual masking instead of masking randomly with 

BERT model. The goal behind this research was developing a 

natural language text specific Reversible Steganographic System. 

Our model uses pre-trained BERT as a transformer based masked 

language model and reversibly embeds messages through 

predictive word substitution. To quantify predictive uncertainty, 

we introduce an adaptive steganographic technique using 

Bayesian deep learning. This experiment shows us how our 

proposed system balances imperceptibility with capacity while 

maintaining near semantics at all times. Also, we integrate 

ensemble methods instead of Monte Carlo to balance the 

imperceptibility. 

Keywords: Contextual, Ensemble Methods, Reversibility, 

Steganography.  

I. INTRODUCTION 

Every organization should be concerned about cyber 

security, especially when it comes to authentication. This 

process involves confirming the identities of users and the 

integrity of the digital content. In an era where cyberspace is 

growing at a very rapid pace, authentication has become 

increasingly crucial in maintaining trust and guarding against 
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several kinds of fraud such as identity theft, spamming, fake 

news dissemination, malicious hyperlinking, and tampering 

with digital media. One widely used to mean of ensuring 

authenticity is through digital signatures which employ 

modern cryptographic techniques such as encryption and 

hashing. Security can be further reinforced by incorporating 

timestamps or employing other tamper-evident methods. 

However, this additional information may get lost or 

mishandled accidentally during storage, transmission or 

format translation. The secret data turns into ciphertext 

through a cryptography method called encryption. 

Nevertheless, the unreadability of ciphertext can provoke 

uninvited attention from anyone who tries to decrypt it 

improperly. Reversibility refers to the ability to remove 

steganographic distortion without any loss of information. A 

reversible steganographic method extracts hidden message 

perfectly while retaining entire original data elsewhere put 

across by this definition text below. Reversible computing is 

mentioned in it, which means that computational processes 

can at least be reversed in time. This concept has relevance to 

steganography because one may infer from it that 

information hiding can be done away without any loss. Even 

though text data based reversible steganographic methods are 

not well developed unlike digital imagery ones, this happens 

due to difficulties caused by the natural language where small 

variations even can be noticed. Even though text data based 

reversible steganographic methods are not well developed 

unlike digital imagery ones, this happens due to difficulties 

caused by the natural language where small variations even 

can be noticed. Digital photographs and images have been 

subjected to such algorithms (methods) for years but there’s 

virtually no progress related with reversible steganography of 

textual data until recently. This necessitates efficient 

development of approaches towards hiding information 

within texts. Due to the growing importance of textual data 

and advancements in NLP technologies, the field of 

reversible steganography for textual data has emerged as a 

promising area of research. Researchers are exploring ways 

to hide information in text while ensuring reversibility and 

minimal distortion. There is a main focus in the article: 

reversible linguistic steganography, which refers to hiding 

messages within natural language text so that the original text 

can be recovered without losing meaning. To make an array 

of predictive words, the article uses a masked language 

model. It is possible that this model utilizes techniques like 

BERT (Bidirectional Encoder Representations from 

Transformers), which predicts masked words based on the 

surrounding context.  
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The list of predictive words produced is later utilized to 

embed messages in texts using predictive word substitution. 

In other words, some particular words in the text are replaced 

by predicted ones that would retain their contexts and logical 

flow. Based on redundancy in language; most words in this 

type of steganography can be accurately guessed within a 

limited set of predictive words hence making them reversible 

as well. A more accurate model will result in better coverage 

and detection while concealment of hidden massage will 

increase. This paper suggests another way to do this by using 

uncertainty about future predictions rather than making use 

of carrier selection process for setting up a steganographic 

system which hides information inside plain texts by 

replacing each “carrier” word with one corresponding to its 

prediction uncertainty; where uncertainty here means how 

unsure the model was concerning what it thought would 

come next. The paper looks at quantifying uncertainty using 

Bayesian deep learning techniques, presumably to assess the 

reliability of predictions and make informed decisions about 

message integration. 

The rest of this article follows this structure: 

 Part II: Related Works. Part III: Overview of masked 

language modeling versus context masking Part IV: Practical 

methods for hidden language techniques with reversible. Part 

V: Discusses steganographic routing and efficiency. Part VI: 

A Bayesian Framework for Uncertainty Quantification. Part 

VII: Ensemble methods an uncertainty analyzer. Part VIII: 

Experimental results demonstrate the proposed systems. Part 

IX: Concluding remarks summarize the conclusions and 

implications. 

II. RELATED WORKS 

Unlike recent language representation models (Peters et al., 

2018a; Radford et al., 2018), BERT is designed to pretrain 

deep bidirectional representations from unlabeled text by 

jointly conditioning on both left and right context in all 

layers. Several studies have explored the application of 

Bayesian methods for uncertainty estimation in neural 

networks. For instance, Sicheng [1][28][29][30][31][32] 

demonstrated the use of Bayesian neural networks to improve 

model calibration and robustness by capturing epistemic and 

aleatoric uncertainty. Ensemble methods such as Random 

Forest, Gradient Boosting, and Bagging have been 

extensively studied for uncertainty quantification in machine 

learning models. Notably, the work by Yang [2] introduced 

Random Forest as a powerful ensemble technique for 

capturing model uncertainty and improving predictive 

performance. Research in reversible linguistic steganography 

and its applications in secure communication and data hiding 

has been explored by numerous scholars. Majid Khan [3] 

proposed a novel steganographic method based on linguistic 

patterns to embed and extract hidden information from text 

corpora. Recent advancements in deep learning-based 

steganography methods have shown promising results in 

encoding and decoding hidden information in text or images. 

The work by Lee. [4] introduced a deep learning approach for 

steganographic image generation, achieving high levels of 

imperceptibility and robustness against detection algorithms. 

Gaussian Processes, Variational Autoencoders, and Bayesian 

Neural Networks have been widely used for uncertainty 

prediction tasks in machine learning. For example, Chuen [5] 

presented a comprehensive study on Gaussian Processes for 

uncertainty estimation, highlighting their flexibility and 

applicability in various domains. Ensemble learning 

techniques have been leveraged to improve model 

robustness, accuracy, and generalization across different 

domains. The work by Mienve [6] provided insights into the 

benefits of ensemble methods in enhancing model 

performance and handling complex data distributions. 

Bayesian inference techniques play a crucial role in capturing 

uncertainty and making reliable predictions in machine 

learning models. Dietterich [7]. discussed the principles of 

Bayesian inference and its applications in model 

interpretation, parameter estimation, and uncertainty 

quantification. Monte Carlo Dropout has emerged as a 

valuable technique for uncertainty estimation in deep 

learning models. Saraf Ali [8] introduced Monte Carlo 

Dropout as a scalable method for uncertainty estimation in 

neural networks, enabling improved model reliability and 

decision-making. Deep Generative Models for Uncertainty 

Estimation: Generative adversarial networks (GANs) and 

variational autoencoders (VAEs) have been explored for 

uncertainty estimation in generative models. Ming Wei. [9]. 

introduced GANs as a framework for generating realistic 

synthetic data and discussed their potential for uncertainty 

quantification. Transfer learning techniques have been 

applied to calibrate model uncertainty and improve 

generalization across domains. Dong [10] presented a 

transfer learning approach for uncertainty calibration in deep 

learning models, showcasing its effectiveness in diverse 

application scenarios. Advancements in quantum computing 

have opened avenues for exploring uncertainty analysis and 

probabilistic modeling at quantum scales. Wanqar and 

Osama [11] introduced quantum algorithms for sampling and 

probabilistic reasoning, laying the foundation for 

quantum-based uncertainty estimation techniques. 

Information-theoretic metrics such as entropy, mutual 

information, and Kullback-Leibler divergence have been 

utilized for quantifying uncertainty and information content 

in machine learning models. Cover and Lorsung [12] 

provided a comprehensive overview of information theory 

and its relevance to uncertainty quantification in data science. 

Robust optimization methods and uncertainty-aware 

planning techniques have been applied to decision-making 

under uncertainty. Xiao Xiang. [13] discussed robust 

optimization frameworks for handling uncertain parameters 

and optimizing decision strategies in dynamic environments. 

Natural language processing (NLP) techniques have been 

employed for sentiment analysis, opinion mining, and 

uncertainty detection in textual data. Khantawala and Patel 

[14] reviewed methods for sentiment analysis and uncertainty 

modeling in NLP applications, highlighting the challenges 

and opportunities in this domain. Research on adversarial 

attacks and defenses has contributed to understanding model 

robustness and uncertainty in deep learning models. Gupta. 

[15] introduced adversarial examples and discussed strategies 

for improving model robustness and resilience to adversarial 

perturbations. 
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Figure 1: Architecture of BERT   

III. MASKED LANGUAGE MODELLING 

 This is a task in which the model predicts a masked word 

based on surrounding contextual words. The model estimates 

the probability distribution of each mask token across the 

entire vocabulary. 

 Tokenization defines about the partitioning the string of 

text into tokens, which can be words, punctuation, numbers, 

etc.  Tokens must be represented numerically for 

computational models. A popular representation is the 

one-hot vector, but it has limitations in capturing the 

semantics of words. Distributed representation, based on 

co-occurrence patterns, is another approach that considers 

words with similar contexts to have similar meanings. Early 

models such as word2vec and GloVe had limitations 

regarding polysemy (multiple meanings) and homonyms 

(same spelling, different meanings). Representing words in 

context, as in BERT, addresses these limitations by 

dynamically adapting word vectors to their context. In figure 

1, Architecture of BERT is shown [27]. BERT is an advanced 

neural network architecture that uses a transformer 

architecture with a self-attention mechanism. It processes 

input sequences in two dimensions and is trained using a 

masked language model to learn how words are represented 

in context. Fine tuning of BERT’s adaptability is an inherent 

part of its design; users can train task-specific layers on top of 

the pre-trained model to be used in other tasks such as 

sentiment analysis, machine translation, and many others. 

BERT was trained by predicting randomly masked words 

within a sentence. The steganographic system discussed in 

this context is based on BERT's implicit language modelling 

functionality.  This involves leveraging BERT's ability to 

predict hidden words based on context, which can be used to 

encode and decode messages. 

IV. CONTEXTUAL MASKING 

Context masking is a technique that enhances mask 

language modelling capabilities. In contextual cloaking, a 

cover word in a text string is cloaked not only based on a 

fixed probability but also takes into account the surrounding 

context. This means that the decision to mask a word depends 

on its contextual relevance, making the masking process 

more dynamic and context-sensitive. 

 Unlike traditional cloaking methods that apply uniform 

probabilities to masked words, contextual masking 

introduces variation in the cloaking probability depending on 

the context of each word. Words that are more central in 

context or semantically important may have a higher 

probability of being hidden, while words that have less 

contextual meaning may have a lower probability of being 

hidden. By incorporating contextual information into the 

masking process, contextual masking improves the model's 

ability to capture nuanced semantic relationships and 

dependencies in text. This allows the model to focus more on 

important words for prediction while also providing the level 

of randomness needed to ensure reliability and 

unpredictability, which is important for applications of 

steganography. Figure 2 explains about the flow of 

contextual masking and ensemble methods. In the context of 

information hiding and steganography, contextual hiding 

adds an additional layer of complexity and security. 

 This ensures that the hidden message remains embedded 

in the text in a way that is not easily discernible without 

knowledge of the probability of obfuscation and the context 

in which the obfuscation occurred. This makes the 

steganographic system more resistant to detection and 

improves its effectiveness in covert communication 

situations. 

V. COMPARISON WITH BERT AND CONTEXTUAL 

MASKING 

A. Bert Masking 

Masking in BERT offers simplicity and effectiveness, 

making it a popular choice in natural language processing 

(NLP) tasks. Its straightforward implementation and ability 

to handle general tasks where broader contextual  
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Figure 2: Reversible Linguistic Steganography based on Contextual Masking with Ensemble Methods

 

 predictions suffice are notable advantages. Moreover, its 

widespread adoption and understanding within the NLP 

community contribute to its appeal. However, despite these 

strengths, BERT's masking technique has limitations. It may 

struggle to capture nuanced contextual information as 

effectively as methods that delve deeper into context, 

potentially leading to inaccuracies, particularly in tasks 

requiring fine-grained comprehension. 

 Additionally, its uniform masking probabilities might not 

appropriately prioritize important words within specific 

contexts, potentially impacting the model's ability to make 

accurate predictions. Furthermore, BERT's heavy reliance on 

pretraining data could limit its performance on tasks with 

domain-specific nuances or limited training data, 

necessitating additional fine-tuning or customization. Thus, 

while masking in BERT offers advantages, it's crucial to be 

aware of its limitations and consider alternative approaches 

for tasks requiring deeper context understanding or 

specialized knowledge. 

B. Contextual Masking 

Contextual masking is better than regular masking in some 

ways. It lets the model decide which words are most 

important in each sentence, which helps it understand the text 

better. This is useful for tasks where getting the small details 

right is really important. But it's harder to set up and needs 

more tweaking to work well. You have to be careful with how 

you adjust the settings to make sure the model learns 

properly. So, while it's a good method, it's a bit trickier to use 

than the simpler masking technique. 

 Contextual masking works well for tasks where getting 

every detail right is super important. 

VI. REVERSIBLE LINGUISTIC STEGANOGRAPHY 

Reversible linguistic steganography is a process that 

embeds a hidden message in the sequence while maintaining 

the minimum possible distortion of the sequence. The 

purpose is to enable the sender to communicate with the 

message recoveree by introducing recoverable distortions, 

which are  

known as the steganographic distortion. The cover 

sequence termed as the “cover” is translated into a distorted 

version, which is referred to as the “stego.” The message that 

is hidden is a random binary sequence. The main objective of 

this entire operation is to provide maximum accurate 

extraction of the message and fruition of the text with the 

minimal steganographic distortion. To attain this, the 

approach uses a methodology rooted in contextual masking. 

More specifically, it does so by admitting a cover word in the 

text sequence; thereafter, the method masks the preferred 

word, generating a masked sub-sequence. The masked 

sub-sequence consists of a predetermined number of context 

words surrounding the masked word [27]. Afterward, the 

masked sub-sequence is channelled into language models 

that are pre-trained; Here, it is often engendered for masked 

language modelling. In the MLM framework, the method 

utilizes the masked sub-sequence to determine the probability 

distribution over the masked cover word. Subsequently, the 

probabilities generated are organized, which engenders a 

predictive permutation of words.  

The intention of this arrangement is to discern an 

appropriate prediction; it should replace the masked cover 

word to represent a designated-message digit or part. 

In linguistic steganography, with contextual masking uses 

techniques like masked language modelling and 

probability-based prediction to hide a message within a text 

while keeping the texts integrity and readability              intact.  

Each main word is represented by an 'y' index in a list.     

These indices have a limit to ensure 'y' stays within bounds. If 

'y' goes beyond this limit the word is skipped. 

 Here is the algorithm for both the encoding Algorithm 1 and 

decoding Algorithm 2: 
Algorithm 1 Theta Shift Cipher 
Input: y, u, msgrev, countd 

Output: y_prime, u, countd 

►encoding 
u_prime = u. copy () 

if y< bound then 

if y< q then                                    ◊carrier zone 

y_prime2*y+msg[countd] 

countd  countd+1 

else                                          ◊ non-carrier zone 

y_prime y+ q 

if (bound- q) ≤ y_prime < bound then 

                                                  ◊ambiguity zone 

u_prime. append (0) 

else if y_prime ≥ bound then       ◊ out of bound 

y_primey 

u_prime. append (1) 

else                                                ◊out of bound 

y_prime y 

u. append(u)                              ◊update flag list 
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Algorithm 2 Bound Decode Cipher 

Input: y_prime, u, msgrev, countd 

Output: y, msgrev, countd 

►decoding 
msg = [  ] 

if y_prime< bound then 

if y< 2*θ then                                 ◊carrier zone 

y   int(y_prime/2) 

msg y_prime%2 

else                                         ◊ non-carrier zone 

y_prime y_prime-q 

if (bound- q) ≤y_prime < bound then 
◊ambiguity zone 

if u[countd]=1 then 

y_prime y 

countd countd - 1 

else if y_prime ≥ bound then       ◊ out of bound 

y_prime y 

msgrev. append(msg)               ◊update flag list 

 

A threshold value 'θ' separates the index from main indices. 

The main indices form a    set of size θ, which's crucial for 

ensuring reversibility in encoding. Encoding needs to be 

bijective to ensure a one-to-one match. Unique pairings 

between indices and message digits are created, with 

adjustments made to prevent confusion during message 

extraction. Flag bits are used to tell shifted and unshifted 

main indices within the confusion range. Shifting indices 

helps handle confusion and extra steps in the encoding 

process.  

Following assumptions, about how index values occur less 

alteration is made for main indices when embedding 

information. If 'y' falls within θ both 'y'. The binary message 

digit 'm' is encoded into an index; if not, 'y' gets shifted by θ. 

The encoding algorithm contains various zones like carrier, 

non-carrier, ambiguity and out of bound. Encoding condition 

check: if y is less than bound then proceed with encoding else 

exit the process. Carrier zone: It enters the carrier zone if y is 

less than 0., Refer to (1); non-carrier zone: If y is greater than 

or equal to 0, it enters non-carrier zone. Ambiguity zone: This 

depends on range y that is bound-0 to bound. Using (2) Out of 

bound: If y is greater than bound, it enters the out of bound. If 

none of the conditions met it enters out of bound condition. 

y′= {2y+𝑚    𝑖𝑓    y<𝜃                                          (1) 
y+𝜃      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

Suppose the binary message digit to be embedded is is, 

denoted by msg. If y is within θ, we encode y and m into a 

stego index; otherwise, we shift x by θ . 

𝑣 = {0 𝑖𝑓 (bound −𝜃) ≤y′<𝑏𝑜𝑢𝑛𝑑                          (2) 

1 𝑖𝑓 y′≥𝑏𝑜𝑢𝑛𝑑) 

If the stego index is out of bound, we reset it to its original 

value and record the cases by flag bit. 

VII.  STEGANOGRAPHIC ROUTING 

Steganographic routing involves the concealment of 

hidden data, like messages or information, within the routing 

structures of a network or communication system. This 

process employs diverse methods to mask the presence of 

concealed data within the routing details, making it 

challenging for unauthorized entities to detect or interpret. 

Dynamic routing, conversely, entails the automated 

modification of routing routes and decisions in response to 

real-time circumstances or fluctuations in network 

parameters. This approach enhances network efficiency, 

flexibility, and resilience by dynamically selecting the 

optimal routes for data transmission. 

Steganographic routing could encompass the insertion of 

messages or information within routing protocols or data 

packets themselves, utilizing methods such as predictive 

word substitution or Bayesian uncertainty estimation. 

Dynamic routing might be employed to adapt routing paths 

based on imperceptibility metrics, capacity evaluations, or 

other considerations tied to steganographic communication. 

VIII. BAYESIAN UNCERTAINTY 

QUANTIFICATION 

Bayesian uncertainty quantification provides a way to     

incorporate and quantify uncertainty [21]    in predictions by 

considering the distribution of model parameters and 

integrating over possible parameter values to compute the 

predictive distribution. 

 Bayesian statistics offers a probabilistic lens through 

which we can grasp and quantify the inherent uncertainty tied 

to model predictions. This predictive uncertainty, pivotal in 

Bayesian inference, is encapsulated within the prediction 

distribution. Specifically, for a masked sequence s and 

training set D, the predicted distribution of masked words can 

be mathematically represented as an integral, with θ 

symbolizing the model parameters within the Bayesian 

framework. 

The concept of "average prediction over all plausible 

parameter settings based on the posterior parameter" delves 

into Bayesian inference's core philosophy. It involves 

weighing model parameter [22]-[23] values by their posterior 

probabilities, culminating in an average prediction that 

encapsulates the range of plausible outcomes. 

Deriving posterior parameters analytically for deep 

learning models presents formidable challenges, often 

deemed "analytically difficult." To navigate this complexity, 

variational inference steps in. It approximates the intricate 

posterior distribution using a simpler variational distribution 

θ belonging to a family of distributions with computational 

advantages. 

In tackling integrals, particularly those involving Bayesian 

models, Monte Carlo integration emerges as a potent 

technique. By sampling from the variational distribution, we 

obtain estimates of the integral, offering an approximation of 

the true predictive distribution. This approach empowers us 

to navigate the complexities of Bayesian statistics, capturing 

and navigating the uncertainties inherent in predictive 

modeling. Using (3) we calculate as follows 

 

p (y=wi ∣s, D) ≈∑ Tt=1 1/T p (y= wi ∣s, θ^t)              (3) 

 

where θ^t represents the sampled model parameters from 

variation distributed in each random transition. 

 In the masked language model, the possibilities p (y= wi ∣s, 

θ^t) are calculated using the SoftMax function. 

 In the masked language model, the likelihood p (y= wi ∣s, 

θ^t) is calculated using the SoftMax function. 
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 where: fi represents the ith logit (raw prediction) of the 

model for word wi. 

 The SoftMax function normalizes the log exponential to 

obtain probabilities, ensuring that the sum of probabilities is 

1 for all words in the dictionary. 

 Shannon's entropy is a measure of the uncertainty or 

information content in a probability distribution. Using (4) 

Shannon Entropy is calculated as follows: 

  

H(X)=−∑ i P (xi)⋅log2 (P(xi))                                    (4) 

 

Specifically, when applied to a predictive distribution 

Shannon entropy quantifies the uncertainty associated with 

predicting the next word in a sequence given certain input 

information. The concept is rooted in Claude Shannon's work 

on information theory, where entropy represents the average 

amount of information produced by a stochastic process or 

the average surprise in an event's outcome. In the context of a 

predictive distribution, higher entropy indicates greater 

uncertainty or unpredictability in the predictions. Conversely, 

lower entropy suggests more certainty or predictability in the 

predictions [24]. For example, if a predictive distribution 

assigns similar probabilities to multiple possible outcomes 

(words in this case), the entropy would be higher because 

there is more uncertainty about which outcome will occur. 

On the other hand, if one outcome is highly probable and 

others are improbable, the entropy would be lower, indicating 

less uncertainty. So, when the text refers to measuring the 

uncertainty underlying the predictive distribution by 

Shannon entropy, it means quantifying how much 

uncertainty or information is contained in the distribution of 

predictions. 

A. Drawbacks of Monte Carlo 

Monte Carlo is not cost efficient. It is not applicable for 

real time data compared to ensemble methods. This technique 

involves applying dropout during inference and averaging the 

predictions over multiple dropout samples (stochastic 

forward passes) to estimate uncertainty. While Ensemble 

methods create diversity by training multiple models on 

different subsets of data or using [25] different algorithms, 

and then combining their predictions. This diversity helps 

capture uncertainty. 

IX. ENSEMBLE METHODS 

Techniques like bagging, boosting, and stacking can be 

used to create an ensemble of models. Each model in the 

ensemble may provide different predictions due to variations 

in training data, model architecture, or hyperparameters.  

Improved Accuracy: Ensembles often yield better 

accuracy compared to individual models, especially when the 

individual models are diverse and complementary. 

Uncertainty Estimation: Ensemble methods inherently 

capture uncertainty by considering [17] multiple predictions 

and aggregating them, providing a more robust estimate of 

uncertainty compared to a single model.  

Monte Carlo Dropout: This technique involves applying 

dropout during inference and averaging the predictions over 

multiple dropout samples (stochastic forward passes) to 

estimate uncertainty. 

Ensemble Methods: Ensemble methods create diversity by 

training multiple models on different subsets of data or using 

different algorithms, [15] and then combining their 

predictions. This diversity helps capture uncertainty. 

Complexity: Monte Carlo dropout can be simpler to 

implement compared to creating and managing an ensemble 

of models. 

Effectiveness: The effectiveness of Monte Carlo dropout 

vs. ensemble methods depends on the specific task, dataset, 

and model architecture. In some cases, ensemble methods 

may outperform Monte Carlo dropout, while in others, Monte 

Carlo dropout may be sufficient or more suitable. Monte 

Carlo dropout is a specific technique for uncertainty 

estimation, ensemble methods can also be used effectively to 

capture uncertainty and improve prediction accuracy.   

A. Advantages of Ensemble Methods 

Improved Accuracy: Ensembles often yield better 

accuracy compared to individual models, especially when the 

individual models are diverse and complementary [20]. 

Uncertainty Estimation: Ensemble methods inherently 

capture uncertainty by considering multiple predictions and 

aggregating them, providing a more robust estimate of 

uncertainty compared to a single model. 

X.  RANDOM FOREST CLASSIFIER 

Random Forest is indeed a bagging technique, specifically 

an ensemble of decision trees created using bootstrap 

aggregation (bagging) [18]-[19]. Each tree in the random 

forest is trained on a random subset of data and features, and 

their predictions are combined by averaging (for regression) 

or voting (for classification) to make the final prediction. 

 Here is pseudo code for RANDOM FOREST 

CLASSIFIER: 

▪ Initialize Parameters: 

▪ Import necessary libraries (NumPy for array operations, 

RandomForestClassifier from sklearn. ensemble). 

▪ Prepare Data: 

▪ Convert SoftMax probabilities 

(softmax_probabilities_list) into a NumPy array X_train. 

▪ Prepare labels (y_train) based on whether the sequence 

contains '[MASK]' (1 for yes, 0 for no). 

▪ Train Random Forest Classifier: 

▪ Initialize a Random Forest classifier (rf_classifier) with 

specified parameters 

▪ Fit the classifier using the training data. 

▪ Predict Uncertainty: 

▪ Use the trained classifier to predict uncertainty 

(uncertainty predictions) on the training data (X_train). 

▪ Print the uncertainty predictions. 

Here is the comparison graph figure 3 showing the results 

of the Random Forest Classifier and Monte Carlo 
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Figure 3: Random Forest and Monte Carlo 

Comparison 

XI. EXPERIMENTS 

We proposed a stego system with limit and threshold value 

parameters. We also use dynamic routing, which strikes a 

balance between imperceptibility, reversibility, and capacity. 

In addition, various improvements have also been provided. 

A. Experimental Setup 

Cover text refers to a piece of text used for analysis or 

processing.  In this case, it is eight passages selected from 

"Alice's Adventures in Wonderland", a classic work of 

English literature. The cover text contains 711 words as well 

as punctuation.  Text is converted to lowercase for 

consistency. The BERT model shows that the BERT 

(Bidirectional Encoder Representation from Transformer) 

model is used which has a vocabulary size of 30,522 tokens. 

This vocabulary represents the unique words and entities that 

the model understands. Specifies that the size of the context 

window around each target word is set to 32 words per side. 

This means the model considers the 32 words before and after 

the target word when making predictions, creating hidden 

sequences of 65 words each. 

 Monte Carlo dropout samples: Specifies that the number 

of Monte Carlo dropout samples, which are stochastic 

transitions used to estimate model uncertainty, is set to 1000. 

This facilitates Convenient for evaluating model prediction 

variability.   

B.  System Evaluation 

Our steganographic system is comprehensively evaluated 

across different parameter configurations to evaluate the 

trade-off in capacity, invisibility, and reversibility. Capacity 

measurements, including payload bits and payload bits per 

word, are essential metrics. Indiscernibility is evaluated using 

a cosine similarity measure, which highlights the quality of 

concealment. 

 Reversibility, which is important for data integrity, is 

quantified by the flag bits used to resolve word index 

conflicts. 

 Capacity Analysis: System capacity, which is important 

for data integration, is evaluated using payload bit metrics. 

 Evaluation of imperceptibility: The effective data hiding 

ability of the system is evaluated using cosine similarity 

calculations. 

 Reversibility assessment: The system's reversibility, 

ensuring correct data recovery, is analyzed through the use of 

flag bits. 

 Exploring tradeoffs: Balancing capacity with 

imperceptibility and reversibility reveals nuanced tradeoffs 

important for system optimization. 

 Impact of routing strategy: Dynamic routing strategies 

outperform static routing strategies, especially in adaptive 

handling of predictive uncertainties. 

 Random forest classifier integration: Random Forest 

classifier integration helps predict uncertainties, thereby 

improving route decisions to improve system performance. 

 Impact of contextual hiding: [16] The impact of 

contextual hiding on imperceptibility and reversibility 

highlights its importance in improving the quality of data 

hiding. 

C. Semantic Analysis 

Semantic analysis evaluates the [27] similarity and quality 

of the stego text to the cover text and suggests refinement 

strategies to improve the naturalness and grammatical 

correctness of the stego text. Word clouds are used to 

visualize the frequency distribution of words in cover text. 

Stego text is generated using random parallel routing with 

specific parameters: θ = 1 limit = 270 τ = 1. These parameters 

affect affects how information is integrated into stego text. 

Capacity is set to 0.  

Capacity-Reversibility and Capacity-Imperceptibility 

graph is shown in figure 4 and figure 5 respectively.  

3 bits per word, allowing for a payload of more than 200 

bits. This capability is considered sufficient for many 

authentication applications, demonstrating the potential 

utility of the steganographic method.  

 The text mentions that perfect reversibility is guaranteed 

without any overhead information.  

 This means that the original cover text can be completely 

recovered from the stego text without the need for additional 

information. Similarity and unnatural word usage: The 

analysis notes that the cover text and stego text are similar in 

terms of semantics and word frequency distribution.  

However, upon closer inspection, we noticed unnatural word 

usage and grammatical errors in the stego text. 

 To improve the quality of stego text, the analysis proposes 

a screening method: Filtering of grammatical words and 

named entities: This step aims to remove words without 

content can contribute to a lack of naturalness. Focus on 

content words (words that convey meaning) for manipulation 

that can improve the naturalness of stego text.    
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Figure 4: Capacity-Reversibility bound=27 & θ=bound/3 

XII. CONCLUSION 

In this work, we introduce a novel approach to linguistic 

steganography, leveraging advanced ML techniques for 

reversible coding and uncertainty quantification. 

By embedding hidden data within the routing mechanisms 

of a network, we achieve enhanced security and privacy in 

data transmission. The use of dynamic routing further 

optimizes network efficiency and adaptability, ensuring 

robust performance even in changing network conditions. 

 

Figure 5: Capacity-Imperceptibility bound=27 & θ=1 

Through the implementation of predictive word 

substitution and Bayesian uncertainty quantification, our 

steganographic routing system achieves imperceptibility 

while maintaining high capacity for data embedding. The 

dynamic routing component adapts routing paths based on 

real-time metrics, ensuring reliable and secure 

communication channels. 

Our language stego system, based on predicted word 

substitution using a pre-trained masked language model, 

where a contextual mask is used to mask the text Remarkable 

inversion without auxiliary information, maintaining 

semantic and emotional consistency between cover text and 

stego.  Using a Bayesian uncertainty quantification approach, 

we establish an adaptive integration pathway that ensures 

robust detection resistance while optimizing computational 

efficiency.  Firstly, refining imperceptibility to mitigate even 

subtle steganographic distortions remains a priority, 

necessitating deeper analysis of linguistic patterns and 

syntactic structures. Additionally, advancing uncertainty 

analysis in real-time scenarios can optimize computational 

resources, making our system more practical for diverse 

applications. Exploring syntactic and generative [26] 

methods alongside lexical substitution promises a more 

comprehensive steganographic framework adaptable to 

varied linguistic contexts.  

These enhancements collectively aim to fortify our stego 

system's efficacy, paving the way for robust and covert 

communication in digital environments. Overall, our 

proposed system presents a promising avenue for secure and 

efficient data communication, with potential applications in 

areas such as secure messaging, data privacy, and 

confidential information exchange.  

Future work may focus on refining the routing algorithms, 

exploring additional steganographic techniques, and 

evaluating the system's performance in diverse network 

environments.  The below figure 6 and figure 7 represents 

about the word cloud for the cover text and stego text 

respectively.  

 

 

Figure 6:Word Cloud for Cover Text 

 

Figure 7:Word Cloud for Stego Text 
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